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Validating first-principles phonon lifetimes via inelastic neutron scattering
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Phonon lifetimes are a key component of quasiparticle theories of transport; yet first-principles lifetimes are
rarely directly compared with inelastic neutron scattering (INS) results. Existing comparisons show discrepancies
even at temperatures where perturbation theory is expected to be reliable. In this paper, we demonstrate that the
reciprocal space voxel (q voxel), which is the finite region in reciprocal space required in INS data analysis,
must be explicitly accounted for within theory in order to draw a meaningful comparison. We demonstrate
accurate predictions of peak widths of the scattering function when accounting for the q voxel in CaF2 and
ThO2. Passing this test implies high fidelity of the phonon interactions and the approximations used to compute
the Green’s function, serving as a critical benchmark of theory and indicating that other material properties
should be accurately predicted, which we demonstrate for thermal conductivity.
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When computing anharmonic vibrational properties from
first principles, various approximations are employed, making
it challenging to assess the integrity of any single observable
as compared with experiment (e.g., thermal conductivity).
Comparing a q-space-resolved observable (e.g., the scattering
function) inherently provides a large number of comparisons,
offering a very stringent test. While verification of the har-
monic vibrational first-principles Hamiltonian is a standard
practice, the same cannot be said for the anharmonic vibra-
tional Hamiltonian and subsequent approximations which are
used to compute observables. Anharmonic terms result in
finite phonon lifetimes yielding finite widths of the peaks in
the scattering function. A direct comparison of peak width
between theory and inelastic neutron scattering (INS) is rare,
and existing studies reveal anomalous discrepancies. A recent
study on Si notes the large discrepancy between theory and
experiment, leading the authors to only compare the relative
change as a function of temperature [1]. A study on Al at high
temperatures finds that perturbation theory does not reliably
predict the experimental peak width, and their first-principles
molecular dynamics simulations often differ from experiment
by a factor of 2 [2].

Here we show that a proper comparison between the the-
oretical scattering function and the experimental scattering
function requires an explicit accounting for the finite region
probed in reciprocal space, which is referred to as the q voxel.
Due to the flux-limited nature of INS, there is a minimum

*These authors contributed equally to this work.

region of q space which can be sampled while maintain-
ing sufficient statistics, and therefore there is a minimum
q-voxel size below which INS cannot probe. Depending on
the measurement type, the q-voxel shape is either set by
the instrument configuration (for triple-axis measurements) or
defined postmeasurement in the analysis of large volumes of
data (for time-of-flight measurements). This work will focus
on the latter since the large data volumes allow for a more
comprehensive assessment across many zones and with vary-
ing q voxels. While there is no formal standard for choosing
a q voxel, it is typical to choose the q-voxel size and shape
based on the shape of the phonon dispersion surface, selecting
a smaller dimension along directions with steeper dispersion
and larger dimensions along directions with flatter dispersion.

In this paper, we demonstrate the critical role of the q
voxel using two fluorite structured materials, ThO2 and CaF2,
showing excellent agreement between peak widths within a
q voxel obtained from INS and computed from perturbation
theory based on the first-principles phonons and cubic phonon
interactions. Successful agreement validates both the anhar-
monic Hamiltonian and the level of theory being used to
evaluate the scattering function. Given our successful peak-
width predictions, it is expected that thermal conductivity
predicted using the same anharmonic Hamiltonian and the
Boltzmann transport equation should faithfully describe ex-
perimental measurements in some temperature regime, which
is demonstrated for CaF2 and ThO2.

Time-of-flight INS measurements were performed us-
ing the Wide-Angular-Range Chopper Spectrometer (ARCS)
[3] and Hybrid Spectrometer (HYSPEC) [4] instruments
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at the Spallation Neutron Source. Thermal conductivity
measurements were made on single-crystal ThO2 using spatial
domain thermoreflectance (SDTR) via the methods described
in Ref. [5]. First-principles calculations were performed
using density functional theory (DFT) with the strongly con-
strained and appropriately normed (SCAN) functional [6], and
phonons and cubic phonon interactions were computed using
the lone and bundled irreducible derivative approaches [7,8].
Detailed information about experimental and computational
methods is included in the Supplemental Material [8].

In order to compute the phonon linewidths and the
one-phonon scattering function S1(Q, ω), the single-particle
phonon Green’s function can be approximately evaluated
using the phonons and cubic phonon interactions within
leading-order perturbation theory [9,10] (see Eq. (2) in the
Supplemental Material [8]). The scattering function S1(Q, ω)
is evaluated precisely at Q, but in INS experiments a finite q
voxel must be chosen to provide sufficient counting statistics.
This q voxel can be accounted for theoretically by integrating
S1(Q, ω) over the q voxel, resulting in

Svox
1 (Q, ω) = 1

�vox

∫
vox

d3Q′ S1(Q′, ω), (1)

where �vox is the reciprocal space volume of the q voxel. For
clarity, we refer to S1(Q, ω) as the q-point scattering function
and Svox

1 (Q, ω) as the q-voxel scattering function. It should
be noted that the widths of Svox

1 (Q, ω) can vary from zone to
zone, unlike S1(Q, ω) [8].

We now proceed to evaluate the q-point and q-voxel scat-
tering functions in CaF2 and ThO2 and compare them with
INS measurements. Given that CaF2 and ThO2 are band in-
sulators, standard implementations of DFT are expected to
perform well in terms of describing the ground-state prop-
erties. As anticipated, the computed phonon spectrum is in
good agreement with the scattering function peak positions
obtained from INS at ambient temperature for both CaF2 [see
Fig. 1(a)] and ThO2 (see Fig. S2 in the Supplemental Material
[8]). While the peak locations agree well, it is interesting
to directly compare the respective scattering functions via
contour plots along a path through q space [see Fig. 1(b)]. For
a direct comparison, the INS instrumental energy resolution
is accounted for in the theoretical result [3]. We find that
the theoretical and INS q-voxel scattering functions are in
reasonable agreement, while they have nontrivial differences
with the q-point scattering function in certain regions. The
theoretical q-voxel scattering function even recovers subtle
features of the INS, such as the presence of the TA-1 band [see
Fig. 1(a) for naming convention], which is forbidden in the
q-point scattering function for the path shown but is visible in
the q-voxel scattering function [11]. In order to illustrate po-
tential differences between the q-point and q-voxel scattering
functions, both large and small, we present the scattering func-
tion at two Q points as a function of energy around the LO1
band, which scatters strongly [see Figs. 1(c) and 1(d)]. As
shown, the Q which is closer to the zone center [Fig. 1(d)] only
shows negligible differences between the q-point and q-voxel
scattering functions, while the other Q [Fig. 1(c)] shows good
agreement between the theoretical and experimental q-voxel
scattering functions, but a substantial difference with the q-
point scattering function; and this difference may be attributed

(a)

(b)

(c) (d)

INS q-voxel q-point

FIG. 1. (a) Phonon dispersion of CaF2. Black points are INS
measurements at T = 300 K; blue crosses are computed using DFT
(SCAN), blue curves are a Fourier interpolation, and the curve width
is proportional to the computed phonon linewidth. (b) Color contour
plots of the scattering function as a function of energy and Q obtained
using INS, theoretical q-voxel, and theoretical q-point results. The
q-voxel dimensions are 0.025 reciprocal lattice units (r.l.u.) along
the [H, H, 0] direction (i.e., the dispersion direction) and relaxed to
0.2 r.l.u. along the orthogonal directions [0, 0, L] and [H,−H, 0].
(c) and (d) Scattering function as a function of energy at selected Q
points, corresponding to purple and black lines in the color contour
plots. The red and green curves are theoretical q-voxel and q-point
scattering functions, respectively; black points are INS measure-
ments.

to the large slope in the latter case. The preceding examples
already illustrate that one can only meaningfully compare the-
ory and experiment if q-voxel quantities are being employed.
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(a) CaF2

(b) ThO2

FIG. 2. FWHMs of the scattering function peaks as a function of
q in various zones for CaF2 (a) and ThO2 (b) at T = 300 K. The
DFT (SCAN) q-point and q-voxel results are shown as blue and
green curves, respectively; INS results are shown as black points.
Certain panels contain multiple modes (see legend). The q-voxel
dimensions are reported in the Supplemental Material [8]. Previous
Raman measurements are denoted by a red diamond [12,13].

Having illustrated that accounting for the q-voxel scatter-
ing function can be critical to describing experiments, we now
proceed to comprehensively quantify the differences across
the Brillouin zone for both CaF2 and ThO2. In Fig. 2, we
compare the full width at half maximum (FWHM) of each
peak obtained from the INS q-voxel scattering function, the
theoretical q-voxel scattering function, and the theoretical q-
point scattering function (see Supplemental Material [8] for

(a) (b)

(c) (d)

FIG. 3. The FWHM as a function of the cubic q-voxel dimen-
sion in CaF2 at T = 300 K for three modes: the TA mode at Q =
[2.2, 2.2, −3.8] (a), the LO1 mode at Q = [1.0, 1.0, −6.2] (b), and
the T2g mode at Q = [1.0, 1.0, −3.0] (c) and Q = [5.0, 5.0, −5.0]
(d). See text for an explanation of the q-voxel (modified) result (red
curve). The q resolution of the instrument is shown by a gray vertical
line. The Raman measurement of the T2g width in CaF2 by Elliott
et al. [12] is shown as a purple diamond.

Q and voxel sizes). Following standard INS conventions, the
energy resolution is removed from the INS scattering function
peak width [3,14]. The INS and theoretical q-voxel FWHM
results are in favorable agreement across all modes and q
paths, while there is a substantial difference with the FWHM
obtained from the theoretical q-point scattering function in
most cases. The acoustic modes, which are highly relevant
for thermal conductivity, show a strong difference between
q-voxel and q-point FWHM values. We also compare our the-
oretical results at the � point with the Raman measurements
of the T2g widths in CaF2 [12] and ThO2 [13], indicated with a
red diamond, demonstrating good agreement with the q-point
result, which is to be expected. In summary, we have shown
that it is critical to employ the q voxel in order to validate a
first-principles theory using INS.

In the preceding analysis, we demonstrated that theory and
experiment are in good agreement when using the same q
voxel, and that the results can be substantially different from
the q-point results. Now we explore the effect of voxel size
in the case of a cubic voxel and examine the possibility of
extrapolating the q-voxel results to zero voxel size in order
to recover the q-point results, which would allow INS ex-
periments to independently obtain q-point peak widths. The
q-voxel size used in INS data analysis is a compromise be-
tween having good counting statistics (larger volume) and
minimizing contamination from neighboring regions in re-
ciprocal space (smaller volume). The minimum possible INS
q-voxel size will be set by the instrument q resolution, though
this is normally far too small to obtain sufficient counting
statistics. The effects of the q-voxel size on the experimental
FWHM of CaF2 is shown in Fig. 3 for three different modes:
the TA mode at Q = [2.2, 2.2,−3.8], the LO1 mode at Q =
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[1.0, 1.0,−6.2], and the T2g mode (i.e., LO1+TO2) at Q =
[1.0, 1.0,−3.0] and Q = [5.0, 5.0,−5.0]. With the exception
of the T2g mode at Q = [5.0, 5.0,−5.0] [i.e., Fig. 3(d)], the
theoretical results are in good agreement with experiment
for a sufficiently large voxel size, and the exception can
be attributed to the overlap of the T2g peak with the TO1
peak, which corrupts the fitting process for the experimental
data which must account for the energy resolution of the
instrument. To make a direct comparison, we convolve the
theoretical results with the energy resolution and then perform
the identical fitting process used for the experimental results
where the energy resolution is removed [see red curve in
Fig. 3(d)]. This modified theoretical result now agrees well
with experiment for large q-voxel sizes and recovers the usual
theoretical q-voxel results at small q-voxel sizes. Our analysis
resolves a previous anomaly in the literature, explaining why
the INS peak width of the T2g mode was found to be more
than twice that of Raman measurements [15]. Nonetheless,
the simplest solution to this problem is to choose a more
favorable zone, as shown in Fig. 3(c). In all the preceding
examples, we see that sufficiently small voxel sizes lead to
poor results for the experimental case given the poor counting
statistics, as expected. Furthermore, it appears that there is
sufficient uncertainty within the experimental measurements
which would preclude the possibility of extrapolating to zero
voxel size to obtain the peak width purely from experiment.
The effects on noncubic voxels are explored in Sec. VII of the
Supplemental Material [8].

We have demonstrated that the q-voxel peak widths from
theory and experiment are in good agreement at room temper-
ature. This agreement serves as a verification of the quality
of our cubic phonon interactions, in addition to the level of
perturbation theory used to construct the scattering function.
The former is an indirect assessment of the quality of the
approximation to the exchange-correlation energy used within
DFT, and it should be emphasized that the SCAN functional
is critical to such good agreement, whereas the local density
approximation (LDA) [21] produces substantial deviations
(see Fig. 2(a), orange curve, and the Supplemental Material
[8], Sec. VIII). We can now predict other quantities, such as
thermal conductivity, and anticipate robust results. The ther-
mal conductivity can be computed by solving the linearized
Boltzmann transport equation (LBTE) [22–24]. Within the
relaxation time approximation (RTA), the LBTE solution is
obtained as an explicit function of the phonon spectrum and
the phonon linewidths. The RTA is sometimes an excellent
approximation to the LBTE solution, and previous work has
demonstrated that this is the case in CaF2 [25]; we reach the
same conclusion in both CaF2 and ThO2. Therefore we expect
our predicted thermal conductivity to be very robust, and we
evaluate both CaF2 and ThO2.

In the case of CaF2 [Fig. 4(a)], our predictions are in good
agreement with all available experimental data [16–18] in
the temperature range 200–300 K. At low temperatures, the
results of both Slack [16] and Popov et al. [18] are somewhat
higher than our predictions, though the single measurement
at T = 77 K by Eucken [17] is below our result. In the case
of ThO2 [Fig. 4(b)], our predicted thermal conductivity is in
good agreement with the data of Bakker et al. [20], which
extend from 300 to 450 K, and reasonable comparison is

(a)

(b)

CaF2

ThO2

FIG. 4. Thermal conductivity κ as a function of temperature in
CaF2 (a) and ThO2 (b). Our DFT (SCAN) results are denoted with
orange and blue curves for LBTE and RTA solutions, respectively.
Experimental measurements in CaF2 by Slack [16], Eucken [17], and
Popov et al. [18,19] are shown, in addition to measurements in ThO2

by Bakker et al. [20] and our own measurements (with one sample
having a polished surface [8]).

found with our measurements from 82 to 295 K. The higher
conductivity predicted at low temperatures as compared with
our experiments may be due to small, native impurity concen-
trations resulting from the hydrothermal growth process. Our
laser-based measurements show nontrivial variability at low
temperatures based on the surface condition of the sample,
and there is a small difference with the data of Bakker et al.
near room temperature. It is difficult to assess which exper-
imental results are more reliable. Comparison with previous
first-principles calculations is provided in the Supplemental
Material for both CaF2 and ThO2 [8].

In summary, we have shown that the q voxel of the INS-
measured scattering function must be accounted for when
comparing with theoretical predictions, elucidating why INS
peak widths had not been well matched to predictions until
now. Given that the q voxel can be straightforwardly im-
plemented within theory, INS is thus elevated to a refined
judge of all ingredients of a quasiparticle theory of phonons,
whether ab initio or empirical. The q voxel should be carefully
considered in the design of future INS instruments, with the
possible goal of allowing INS to independently extrapolate to
the q-point limit.

The U.S. Department of Energy (DOE) will provide pub-
lic access to these results of federally sponsored research in
accordance with the DOE Public Access Plan [26].
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