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ABSTRACT: To efficiently capture the energy of the nuclear bond, advanced nuclear
reactor concepts seek solid fuels that must withstand unprecedented temperature and
radiation extremes. In these advanced fuels, thermal energy transport under irradiation is
directly related to reactor performance as well as reactor safety. The science of thermal
transport in nuclear fuel is a grand challenge as a result of both computational and
experimental complexities. Here we provide a comprehensive review of thermal transport
research on two actinide oxides: one currently in use in commercial nuclear reactors, uranium dioxide (UO2), and one advanced fuel
candidate material, thorium dioxide (ThO2). In both materials, heat is carried by lattice waves or phonons. Crystalline defects caused
by fission events effectively scatter phonons and lead to a degradation in fuel performance over time. Bolstered by new
computational and experimental tools, researchers are now developing the foundational work necessary to accurately model and
ultimately control thermal transport in advanced nuclear fuels. We begin by reviewing research aimed at understanding thermal
transport in perfect single crystals. The absence of defects enables studies that focus on the fundamental aspects of phonon transport.
Next, we review research that targets defect generation and evolution. Here the focus is on ion irradiation studies used as surrogates
for damage caused by fission products. We end this review with a discussion of modeling and experimental efforts directed at
predicting and validating mesoscale thermal transport in the presence of irradiation defects. While efforts in these research areas have
been robust, challenging work remains in developing holistic tools to capture and predict thermal energy transport across widely
varying environmental conditions.
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1. INTRODUCTION

Currently, about 73% of the electricity in the world is generated
using heat engines.1 This includes heat generated by burning
fossil fuels (coal, gas, oil), by concentrated solar energy, and by
nuclear fission. On the surface, the anatomy of a heat-engine
power plant looks similar regardless of the heat source. Heat

extracted by passing a coolant over the heat source is used to
create steam, which is then converted to electricity using a steam
turbine. For a fossil-fuel-powered plant, the heat source (i.e.,
exhaust gas) moves, allowing additional heat to be extracted by
increasing the length of the heat exchanger. A nuclear plant is
fundamentally different in this regard: heat is generated by
nuclear fission in a crystalline solid and must be conducted
through the fuel and transferred to the coolant, as shown in
Figure 1. This perspective illustrates the close connection
between conduction of thermal energy (heat) and electricity
generation in nuclear power plants.

Nuclear reactors operating in the world today primarily use
actinide oxides (uranium dioxide, UO2, and mixed oxides
containing UO2 and plutonium dioxide, PuO2) as fuel materials.
These oxide fuels have a high energy density (a single
commercial reactor fuel pellet weighing about 10 g stores the
same amount of energy as 1.4 tons (∼1300 kg) of coal, 285
gallons (∼1m3) of oil, or 38 800 cubic feet (∼150m3) of natural
gas2), and electricity generation does not involve the release of
greenhouse gases. In nuclear fuel, a fissile nuclide absorbs a
neutron, becomes unstable, and splits, creating at least two new
atoms (called fission fragments), producing γ rays and neutrons,
and imparting about 200 MeV of kinetic energy into those
fission fragments (as illustrated in Figure 2).3 The transfer of this
kinetic energy to the crystalline lattice of the fuel generates
thermal energy that must be conducted through the fuel and
transferred to the coolant for eventual conversion to electricity.
The thermal energy is conducted through the fuel almost
entirely by lattice waves or phonons because of the scarcity of
free electrons in oxide fuels.4 The rapid transfer of the kinetic
energy from the fission event to the lattice also produces defects
(vacancies, interstitials, and extended defects), with deposition
of fission fragments as impurity atoms. These defects effectively
scatter phonons, reducing the capacity of the fuel to conduct
heat. Over the lifetime of the fuel in a reactor, the thermal
conductivity decreases by as much as 70%.5

However, in some cases a cooperative influence between
multiple defect types has a positive effect by increasing the lattice
thermal conductivity over that expected if the defects acted in
isolation. For example, in the high-burnup structure (HBS) of
nuclear fuels, where considerable irradiation-driven restructur-
ing greatly increases the grain boundary surface area6 and
decreases the lattice defect concentration because of segregation
to grain boundaries,7 the thermal conductivity is higher than that
in similar fuel that has not formed HBS.8,9 The myriad defect
types and interactions in nuclear fuel under irradiation have
motivated researchers to consider improving function by
controlling defect evolution and structure. Examples include
the use of dopants to control defect concentrations by
modification of the grain size,10−13 simulation of HBS using

Figure 1. Schematic of a nuclear energy plant. The heat extracted from
the solid fuel is used to drive a steam turbine and generate electricity.
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nanocrystalline UO2 to improve fission gas retention and
mechanical properties,14,15 and direct addition of othermaterials
to UO2 to raise the thermal conductivity.16−24 Expediting
progress toward tailoring defects and microstructure to bring
about desired thermal properties will require further develop-
ment of fundamental predictive models of phonon transport in
actinide oxide fuels containing irradiation-induced defects.25−29

This desire to understand and tailor the thermal properties of
fuels to improve the efficiency, safety, and reliability of electricity
generation has driven a great deal of fundamental research over
the past 60 years. Our current understanding of thermal
transport in actinide oxides can be traced back to early work
involving phonon transport in semiconductors and insulators.
This work, using analytical expressions to represent con-
ductivity, provided a mechanistic understanding of phonon
thermal transport in the presence of defects.30−33 More recently,
a first-principles theoretical approach has produced accurate
results for simple semiconductors with no adjustable parame-
ters.34−36 Similar work using the Green’s function T-matrix
approach has been used to calculate phonon scattering rates for
simple lattice defects from first principles.37−39 On the
experimental side, this effort has included phonon structure
measurements using bright neutron and X-ray sources and
spatially resolved thermal conductivity measurements.40−42

Extending these approaches to actinide oxides containing
irradiation-induced defects remains a grand challenge for several
reasons, including challenges associated with the fabrication of
high-quality single-crystal samples for phonon structure
measurements, complexities encountered in accurate treatment
of electron correlation in 5f electron systems, seeding samples
with specific defect populations found in reactor fuel, accurate
characterization of the spectrum of defects, and measurement of
thermal transport on length scales commensurate with defect
accumulation.
Here we review the current understanding of phonon thermal

transport in oxide nuclear fuels, highlighting the above-
mentioned challenges. Specifically, we provide a comprehensive
review of previous work on two actinide oxides: one currently in
use in commercial nuclear reactors, UO2, and one advanced fuel
candidate material, thorium dioxide (ThO2). ThO2 additionally
acts as a surrogate material for UO2, as it lacks the complexity of
electron correlation effects. We also provide a narrower review
of other oxidematerials relevant toUO2 andThO2 research. Our
focus is primarily on defects produced by ion irradiation, as ions
provide a convenient and expedient approach to inject defects
that are found in real fuel specimens. Emphasis is placed on
identifying remaining knowledge gaps and revealing new
opportunities to improve thermal transport in reactor fuels.

1.1. Origins of Phonon Thermal Conductivity

In nuclear fuel, thermal transport can be viewed from both a
macroscopic viewpoint and an atomistic viewpoint. On the
macroscopic scale, thermal transport is treated within a
continuum framework to obtain the temperature distribution
in a fuel pellet. On an atomistic scale, thermal transport is treated
within a quantum-mechanical framework to obtain an
expression for the thermal conductivity, which controls the
temperature distribution. Phonon thermal conductivity is most
often calculated using one of two methods: (1) molecular
dynamics (MD) simulations using empirical interatomic
potentials (EIPs) or interatomic potentials derived from first
principles (FPIPs) and (2) seeking solutions to the linearized
Boltzmann transport equation (BTE) for phonons (see Figure
3).

While this review will cover studies using both methods, this
section provides an overview of the Boltzmann framework, as
this best illustrates the motivation for the organization of this
review. In crystals, vibrational energy is exchanged between
phonon modes. In thermal equilibrium, the average number of
modes with energy ℏω is given by the Planck distribution:

N
k T

( )
1

exp( / ) 1B
ω

ω
=

ℏ − (1)

The number of modes of a particular energy increases with
increasing temperature. Another way of stating this is that
phonons are created by increasing the temperature and
destroyed by decreasing the temperature (i.e., the number of
phonons is not conserved). The strong temperature dependence

Figure 2.Nuclear fission is used to generate heat. Fission fragments create damage and are deposited as chemical impurities. Heat is carried by phonons
in oxide nuclear fuels.

Figure 3. Different ways to calculate thermal conductivity.
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of the thermal conductivity in insulators and semiconductors
partially results from this lack of conservation. A thermal
gradient imposed by an external heat source will force the system
away from equilibrium. The thermal conductivity depends on
the extent to which the phonon distribution can deviate from
equilibrium for a specific thermal gradient.
The time−space evolution of N(ω) is governed by the BTE

for phonons. This equation is in general difficult to solve. The
two solution methods that will be discussed in this review are the
exact iterative solution43,44 and the relaxation time approx-
imation (RTA).45 Iterative solution of the BTE is well-suited for
calculation of the thermal conductivity of perfect single crystals
but remains too computationally expensive to model crystals
with nontrivial defects. For the RTA, lattice dynamics is not
required to compute relaxation times, as they can also be
calculated using molecular dynamics. It is this aspect that makes
the RTA well-suited for treatment of thermal transport in
crystals containing a range of defects from point defects to
extended defect clusters.
Under the RTA, the thermal conductivity, κ, can be

represented as

C
1
3 s

s s s
q

q q q
2∑κ ν τ=

(2)

where s enumerates the possible phonon modes for a given
phonon wave vector q. The right-hand side of this equation
contains the branch-specific phonon lifetime (τqs), the phonon
velocity (νqs), and the specific heat (Cqs), the latter two of which
are functions only of the phonon dispersion (the relation
between frequency and wave vector, ω(q)). The lifetime is
determined by phonon scattering, which ultimately limits the
thermal conductivity. Above cryogenic temperatures, in nearly
perfect single crystal materials the phonon scattering is
dominated by scattering with other phonons mediated by lattice
anharmonicity (third- and higher-order terms in the interatomic
potential).
Structural defects caused by irradiation also influence the

lifetime by introducing phonon scattering sites. Both scattering

processes are illustrated in Figure 4. WithMatthiessen’s rule, the
total phonon lifetime can be written as

( )sq
1

anharmonic
1

defect1
1

defect2
1τ ω τ τ τ= + + + ···− − − −

(3)

to account for scattering from multiple mechanisms, both
intrinsic (anharmonic) and extrinsic (defects). This Boltzmann
transport framework provides a template that is used to organize
the material presented in this review. Section 2, Thermal
Transport in Perfect Single Crystals, addresses the input to eq 2
in terms of phonon dispersion and lifetime and discusses

previous work aimed at understanding thermal transport in
perfect single crystals. Section 3, Defect Generation Evolution,
and Characterization, discusses the body of work involving the
generation and evolution of defects in actinide oxides using
energetic ion irradiation. Section 4, Thermal Conductivity under
Irradiation, reports on the output of eq 2, reviewing modeling
and experimental efforts directed at predicting and validating
thermal conductivity in the presence of defects.

2. THERMAL TRANSPORT IN PERFECT SINGLE
CRYSTALS

The absence of defects enables studies that focus on the
fundamental aspects of phonon transport, including the impact
of strong electron correlation. Experimentally, prior efforts
ranging from synthesis of single crystals to inelastic neutron and
X-ray scattering are discussed. Computationally, previous work
aimed at the application of advanced electronic structure
calculations to systems that exhibit strong electron correlation is
reviewed. In keeping with the scope delineated in the
Introduction, the emphasis of this section and the sections to
follow is on providing a review of key discoveries, highlighting
fundamental mechanisms, and identifying remaining knowledge
gaps.
2.1. Inelastic Neutron and X-ray Scattering

2.1.1. Phonon Dispersion and Thermal Conductivity.
Measurements of the phonon dispersion curves in a material
offer a unique window into the microscopic mechanisms
controlling phonon thermal transport (see Figure 5). These

dispersion curves relate the phonon wave vector, q, to the
frequency, ω, through the interatomic force constants. In
principle, thermal conductivity can be represented using the
measured dynamical structure factor.46 The mode partial
phonon density of states, g(ω), is evaluated by differentiation
of the phonon branches47 and can be used to evaluate the heat
capacity and vibrational entropy per mode.48 The slope of a
measured dispersion curve determines the phonon group
velocity, vg, and the line width of the curve is inversely related
to the phonon lifetime. As illustrated in Figure 5b, for a typical
acoustic phonon, the partial density of states available to carry
heat becomes very small for states near the zone center (q = 0).

Figure 4. Phonon scattering: (a) anharmonic three-phonon Umklapp
scattering does not conserve total momentum and plays an outsized
role in limiting the conductivity; (b) phonon defect scattering.

Figure 5. Relationship between phonon dispersion and thermal
conductivity. (a) Phonon dispersion curve for a typical acoustic
mode. The slope provides the phonon group velocity, vg, and the line
width, Γ, is inversely related to the phonon lifetime, τ, as indicated. (b)
The mode partial phonon density of states scales as g(ω) ∝ q2(ω)(dq/
dω). (c) Phonon group velocity squared, vg

2 = (dω/dq)2. (d) The
product of the density of states, group velocity squared, and lifetime
gives a distribution for the contributions to the thermal conductivity
tensor assuming full thermal occupation (kBT ≫ ℏωmax), where each
mode contributes equally to the heat capacity. At low temperatures the
higher-frequency phonons thermally depopulate and no longer
contribute as much heat.
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Consequently, even though the velocities (see Figure 5c) and
lifetimes are large in this region, the contributions to the thermal
conductivity can still be small. At high temperatures, with full
thermal occupation (kBT≫ ℏωmax), the heat capacity term in eq
2 follows the density of states, and the contributions to thermal
conductivity are more broadly distributed over the curve (Figure
5d), peaking in importance near the middle of the curve. Similar
arguments can be made for dispersive optical phonons. For this
reason, understanding the thermal conductivity at high temper-
atures requires measurements of the full set of dispersion curves,
including line widths, and this requires neutron or X-ray
scattering techniques at large user facilities.
2.1.2. Techniques for Measuring Phonons. The earliest

measurements of the phonon dispersion curves of the actinide
oxides UO2

49 and ThO2
50 were performed using the reactor-

based triple-axis neutron scattering technique (Figure 6a) that
was first established for measuring phonon dispersion curves by

Brockhouse.51,52 However, the early work on actinide oxides
primarily focused on determining the phonon dispersion curves
or density of states and left out the phonon lifetimes, which are
more difficult to measure but crucial for understanding the
thermal conductivity. Additionally, because of large neutron
absorption cross sections and crystal size requirements (>0.2
cm3), certain actinide oxides (e.g., plutonium dioxide) remained
impractical to measure with neutrons.
The situation changed with the advent of high-energy-

resolution synchrotron-based inelastic X-ray scattering (IXS)
spectrometers53−56 (Figure 6b), which have no isotope
requirements and can handle crystal sizes as small as a few
micrometers.57 This allows the measurements of individual
crystal grains within a polycrystalline sample. The first measured
phonon dispersion curves for plutonium metal58 and the first
phonon density of states of PuO2

59 were both obtained using
IXS rather than neutron scattering. IXS also opened up
measurements of phonons at high pressures and in thin films
using grazing incidence. Actinides are particularly well-suited to
IXSmeasurements in small geometries since the X-ray scattering
per atom increases as the square of the atomic number.
However, there are a limited number of facilities available for
these measurements, and like triple-axis neutron scattering, it
takes considerable beamtime to map a full set of phonon
dispersion curves. A full set of phonon dispersion curves takes
about 2 weeks to map, which may require multiple experimental
cycles. An example is the recent phonon dispersion curves for
NpO2 taken from a very small crystal with X-rays at the
European Synchrotron Radiation Facility (ESRF).60

Another important advance in measuring phonons in actinide
oxides came with the wide-angle-range time-of-flight spectrom-
eters at next-generation spallation neutron sources such as the
Spallation Neutron Source (SNS) at Oak Ridge National
Laboratory,61 which came online in the mid to late 2000s
(Figure 6c). These instruments and sources enable measure-
ments of higher-energy modes than are normally accessible with
reactor-based triple-axis measurements and provide a sampling
of a large volume of energy−momentum space in a single
measurement, allowing full mapping of the dispersion curves.
These two advantages have proven useful in the discovery of new
high-energy dynamical features.62 These measurements, how-
ever, also require large samples.

2.1.3. Triple-Axis Neutron Measurements of the
Phonon Lifetimes in UO2. Building on the pioneering work
of Dolling et al.,49 Pang et al.27,63 have shown using triple-axis
inelastic neutron scattering (Figure 7) that the principal
contribution to the thermal conductivity of UO2 comes from
the acoustic phonons together with a steep and relatively low
energy longitudinal optical phonon, LO1 (see Figure 7a).
In most crystalline insulators, the majority of thermal heat

transport is carried by the acoustic phonons, since they typically
have the largest group velocities and the longest lifetimes.
However, the triple-axis measurements27 indicate that the steep
longitudinal optical mode carries the largest amount of heat by
branch at 295K inUO2 (see Figure 7b), which was not expected.
It was also not predicted in previous simulations64 because they
underestimated the group velocities and lifetimes of the LO1
phonon compared with experiment,27 rendering it less
important in the simulated thermal conductivity. The steeply
dispersing LO1 phonon is a general feature of the fluorite crystal
structure and thus is likely to be important in the thermal
conductivities of all of the actinide oxides considered herein.

Figure 6. Important scattering techniques for measuring phonon
dispersion curves in actinides. (a) Triple-axis neutron scattering
spectrometer at a reactor source. A monochromator fixes the incident
neutron wave vector, ki, and an analyzer crystal selects the final wave
vector, kf, from the which momentum transfer, Q = ki − kf, and energy
transfer, ℏω = ℏ2(ki

2− kf
2)/2m, can be selected to measure the phonon

dispersion curves. (b) Inelastic X-ray scattering at a synchrotron. This is
similar to a triple-axis instrument in operation but has a more selective
monochromator to extract ∼1 meV resolution from an ∼20 keV beam.
(c) Time-of-flight direct-geometry inelastic neutron scattering
spectrometer. The incident energy is selected using a chopper, and
the final energies and wave vectors are determined by the times of flight
of the scattered neutrons arriving at a wide-angle detector bank,
allowing for a broad sampling of energy−momentum space.
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2.1.4. Inelastic X-ray Measurements of Phonons in
Irradiated Epitaxial Thin Films of UO2. The focus of this
section thus far has been on neutron scattering measurements
on perfect or nearly perfect single crystals. However, as
mentioned previously, IXS can provide phonon structure
information on thin films using grazing-incidence methods.
Here we extend our focus momentarily to consider IXS on ion-
irradiated UO2 thin films, as this gives a phonon-level
description on the impact of irradiation. An experiment by
Rennie et al.65 involved 300 nm thick epitaxial films of UO2 that
were irradiated with 2.1 MeV He2+ ions to 0.15 dpa, resulting in
homogeneous damage and a lattice swelling of Δa/a ≈ 0.6%.
The film was then examined by grazing-incidence X-ray inelastic
scattering using synchrotron radiation (Figure 6b) to measure
whether the acoustic phonons showed any change under these
conditions.
The results showed that the frequency of the phonons was not

changed, but their widths Γ (Figure 5a) were substantially
increased. Although it is difficult to measure optical phonons
with this technique, the results with acoustic phonons are
consistent with the drop in the thermal conductivity for this level
of radiation damage.66 These experiments confirm that the
effects of irradiation in UO2 are intrinsic to the microscopic
structural changes caused by the damage and result in shorter
lifetimes of the acoustic phonons. The negligible impact of
irradiation damage on the phonon velocity will provide
important information for studies discussed in subsequent
sections that are aimed at the forward problem of predicting the
thermal conductivity in defective oxides using the BTE
formalism.
2.1.5. Time-of-Flight Neutron Measurements Reveal

NonlinearModes in ThO2 and UO2.The vibrational motions
in crystalline solids are typically phonons, equivalent to the
normal modes of classical mechanics. The total number of
phonon modes in a system with N atoms in the primitive cell is
3N. In the case of fluorite-structured ThO2 and UO2, N = 3,
giving a total of nine phonon branches. Recent inelastic neutron
scattering measurements observed all nine branches.67 How-
ever, in addition to the nine phonon modes expected, a
dispersing mode has been observed in this system at energies
above the highest-energy phonon mode, which is called the
nonlinear propagating mode (NPM). This mode is observed in
UO2 and ThO2 as well as in natural fluorite, CaF2. It is
observable at temperatures ranging from 5 to 1200 K. The
observed dispersion and line width are comparable to a typical

phonon dispersion and line width in this system. It also repeats
with the same symmetry as the phonon modes, providing
evidence that the NPM propagates with the same periodicity as
the phonons.
Additional degrees of freedom can lead to additional modes,

but this is unlikely given the wide range of observations and no
evidence of a phase transition leading to the absence or
appearance of the NPM. Nonlinear terms in the equations of
motion, which result because the interatomic potential is not
perfectly harmonic, can also produce additional modes, as
observed previously.68 It has been argued that this is the source
of the mode in these materials with support from first-principles
calculations.68

The high group velocity of theNPM suggests that it maymake
a positive contribution to the thermal conductivity. However,
the high energy of the mode indicates that this could only be the
case at high temperatures (80 meV corresponds to about 930
K). The mode may also act as an additional scattering channel
for normal phonons, decreasing thermal conductivity, so the
impact of NPMs on the thermal conductivity remains an open
question. A full accounting of the phonons and NPMs from first
principles is needed to resolve this question.

2.2. First-Principles Thermal Transport in Perfect Crystals

ThO2, a band insulator, does not have ground state f-shell
electrons, while UO2 has a partially filled f shell and is a Mott
insulator. Thus, in addition to being of interest to the nuclear
fuels community, these materials are model systems for
understanding the role of electron correlation. We begin by
generically considering the state of first-principles computations
of electronic and lattice properties of crystals compared to
experimental measurements on high-purity single crystals. After
the general discussion, we critically review the literature
concerning application of first-principles computation to
thermal transport in ThO2 and UO2, highlighting main findings
and identifying open issues.

2.2.1. General Considerations. The foundation of any
first-principles prediction of thermal transport in crystals begins
with the computation of the various quasiparticles that will be
carriers of heat (e.g., electrons, phonons, etc.), requiring the
approximate solution to the many-body Schrödinger equation
for electrons interacting with some symmetric arrangement of
nuclei. Fortunately, we have elegant mathematical formalisms,
such as density functional theory (DFT),69−73 which have
allowed us to make substantial progress in obtaining

Figure 7. Phonon dispersion curves and branch thermal conductivity of UO2. (a) Phonon dispersion curves measured using triple-axis neutron
scattering at 295 K (blue) and 1200 K (red). (b) Phonon branch thermal conductivity derived from the measured phonon dispersion and lifetimes
(“Experiment”) and from calculations (“Simulation”). Adapted with permission from ref 27. Copyright 2013 American Physical Society.
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approximate solutions to this many-body problem that
represents the forefront of mathematical and computational
physics. Furthermore, first-principles computations of various
sorts will then be needed to calculate the intrinsic scattering
mechanisms of the respective quasiparticles, and we will focus
on phonon−phonon interactions in the subsequent sections.
2.2.2. First-Principles Approaches for Crystals beyond

DFT. 2.2.2.1. Hybrid Functionals and DFT+U. Hybrid
functionals mix standard DFT exchange−correlation functionals
with some fraction of Hartree−Fock exchange.74 Generically
speaking, this approach has been very successful for correcting
ground- and excited-state properties in atoms and mole-
cules,75,76 weakly correlated band insulators,74 defect ener-
getics,77 and strongly magnetic insulators.78−81 However, hybrid
functionals can be unreliable for metals82 and can fail completely
for strongly correlated electron materials. For example, the
Heyd−Scuseria−Ernzerhof hybrid functional83 is qualitatively
wrong for the classical material VO2,

84 where the undistorted
rhombohedral phase is predicted to be insulating85 whereas it is
known to be metallic;84 the dimerized monoclinic phase is
predicted to be higher in energy than the rhombohedral phase in
addition to being a magnetic insulator,85 whereas it is
experimentally known to be the ground-state structure84 and
nonmagnetic (i.e., no local moments observed);86 and the
predicted band gap of 2.23 eV is in poor comparison with the
experimental value of 0.6−0.8 eV.87 A further limitation of
hybrid functionals is the rather large computational cost when a
plane-wave basis set is used, scaling approximately as the cube of
the number of atoms in the unit cell.88

DFT+U89 bears many similarities to hybrid functionals, in
that DFT+U can be viewed as a sort of local hybrid functional.
The connection between DFT+U and hybrid functionals has
indeed received attention from a methodological perspec-
tive.90,91 While DFT+U does not contain the nonlocal aspects of
a hybrid functional, it does account for the important local
aspects present in many strongly correlated materials. More
importantly, the computational cost of DFT+U is considerably
smaller than that of hybrid functionals. Additionally, while DFT
+U has more empirical parameters than hybrid functionals (i.e.,
U, J, and double counting in DFT+U vs the αmixing parameter
in hybrids), this is not entirely a disadvantage because it
facilitates an empirical exploration of the various components of
the functional. Altogether, DFT+U is a very efficient theory that
can operate in the same spirit as DFT, performing full structural
relaxations and exploring a wide phase space of possibilities.
2.2.2.2. DFT + Dynamic Mean-Field Theory. All known

implementations of DFT break down in certain strongly
correlated electron materials, illustrating the difficulty of
developing sufficiently robust approximations for the ex-
change−correlation functional. Instead of creating functionals
of the density, one can choose to create functionals of other
observables, which might be more sensitive to capturing the
physics of strong correlations, such as the single-particle Green’s
functions.92−94 In such approaches, there is an analogy to the
exchange−correlation functional, which embodies the unknown
portion of the energy as a functional of the Green’s function, and
the functional derivative of this quantity with respect to the
Green’s function is the well-known self-energy. Dynamical
mean-field theory (DMFT) can be viewed as a tool that allows
for the approximate computation of the self-energy.95

DMFTwas created in the context of theHubbardmodel,96−98

which is one of the simplest models of interacting electrons on a
lattice, consisting of an on-site Coulomb repulsion and a nearest-

neighbor hopping parameter to embody both the kinetic energy
and some external potential. The Hubbard model cannot be
solved in general, but it can be solved in one dimension using the
Bethe ansatz99,100 and in infinite dimensions in conjunction with
DMFT.101 DMFT maps the Hubbard model to an effective
Anderson impurity model (AIM), where the bath is determined
via the DMFT self-consistency condition. Some other approach
is then needed to solve the AIM, and most prevalent approaches
to the many-body problem have been applied.101,102 Because the
AIM is still a tractable many-body problem, DMFT allows the
exact numerical solution of the infinite-dimensional Hubbard
model using techniques such as quantum Monte Carlo.103,104

However, these numerically exact techniques are computation-
ally expensive and limited to finite temperatures and may face
minus sign problems.105

While DMFT can clearly capture the physics of the Mott
transition in the infinite-dimensional Hubbard model, it is not
tractable for treating all of the electrons in a strongly correlated
electron material. Fortunately, it is only a subset of electrons in
real materials that give rise to strongly correlated electron
behaviortypically d and f electrons. It is then natural to
combine the best aspects of both DFT and DMFT by
constructing an energy functional of two variables: the density
and the local Green’s function of the correlated orbitals.102 This
functional is then approximated using some exchange−
correlation functional for DFT along with DMFT, yielding the
so-called DFT+DMFT approach. DFT+DMFT has been placed
on the same footing as DFT, allowing for detailed total energy
calculations of complex materials, for which DFT sometimes
qualitatively breaks down.106−111

Upon executing a DFT+DMFT calculation, one needs some
approach to solve the effective AIM of the DMFT portion of the
calculation, and there is always a balance between accuracy and
computational cost. The impurity solver with the smallest
computational expense is Hartree−Fock, and this leads to the
well-known DFT+U approach. It is worth noting that DFT
+U112 was developed around the same time as DMFT, and
therefore, DFT+U greatly preceded DFT+DMFT. Therefore, it
is often not appreciated that DFT+U is a special case of DFT
+DMFT.102

2.2.3. Computing Phonons and Their Interactions
from First Principles. Computing phonons and their
interactions from first principles amounts to computing the
Taylor series expansion of the Born−Oppenheimer potential of
a given first-principles approach with respect to the nuclear
displacements of the crystal. A crystal is infinite in extent, and
therefore, the computed Taylor series at each order must be
truncated at some maximum range in real space or density in
reciprocal space. Sufficient resolution needs to be obtained at
each order such that the observable at hand is converged to
within a sufficient tolerance, and therefore, the necessary
resolution will vary depending on which observable is being
considered. For a comprehensive review of computing phonons
and their interactions from first principles, we refer the reader to
ref 113.
There are two basic approaches for computing derivatives of a

Born−Oppenheimer potential:114,115 perturbative approaches
and finite displacements. We use the latter term broadly to
include any approach that explicitly displaces the nuclear
coordinates and solves the Schrödinger equation of the
displaced structure, including usual finite-difference approaches
or more complicated fitting procedures based on finite
displacements. The nature of the perturbative approach and
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the order to which it can be carried out will depend on the
particular first-principles approach that is being used. Finally,
these two approaches are naturally combined, using a
perturbative approach to obtain some low-order derivatives
(e.g., Hellman−Feynman forces) and finite displacements for
higher-order derivatives, allowing many derivatives to be
simultaneously measured in a given finite-displacement
calculation.113,116,117

2.2.4. Computing Thermal Transport from Phonons
and Their Interactions. The anharmonic vibrational Hamil-
tonian poses a nontrivial many-body problem of interacting
bosons, and exactly evaluating the thermal conductivity is highly
nontrivial. The most common approach is the linearized
BTE.118 The inputs to the BTE are the phonon eigenvalues
and eigenvectors, the phonon velocities, and typically the cubic
phonon interactions. The BTE may be numerically solved
without approximation using iterative techniques44 and varia-
tional approaches,119 with the latter guaranteeing numerical
convergence. Solutions of the BTE based on phonons and
phonon interactions have been executed over a large number of
material systems,120,121 often resulting in impressive agreement
with experiment, though most of the systems that have been
studied are band insulators.
Typical approaches to the Boltzmann equation have

numerous limitations. For example, most studies account only
for scattering via cubic phonon interactions and do not account
for thermal expansion of the crystal, and both of these
assumptions are valid only at sufficiently low temperatures.
Several recent studies have attempted to go beyond these
limitations by including quartic phonon interactions122−125 and
thermal expansion125 when solving the Boltzmann equation. If
one only needs results in the classical regime, another approach
is to use Kubo−Green linear response in conjunction with
classical molecular dynamics.126,127 A potential advantage of this
route in conjunction with first-principles molecular dynamics is
to retain phonon interactions to all orders and include all
possible allowed scattering processes.
2.2.5. First-Principles Calculations on UO2 and ThO2.

The ground-state and thermodynamic properties of ThO2,
including the phonons, are reasonably well described by
DFT,128−131 as expected for a band insulator. A recent
study132 compared the accuracy of three different exchange−
correlation functionals to experimental results (see Figure 8).

Overall, the strongly constrained and appropriately normed
(SCAN) functional and the local density approximation (LDA)
show better agreement with experiment than the generalized
gradient approximation (GGA). UO2 nominally contains two
electrons in the uranium f shell, as the remaining four uranium
valence electrons will be transferred to the oxygen atoms.
However, in reality, hybridization substantially alters this
nominal charge counting. The partially filled f shell gives rise
to a low-energy Hamiltonian that exhibits a competition
between the strong on-site Coulomb repulsion and delocaliza-
tion, resulting in the “actinide Hamiltonian”,133 which is a
combination of the well-knownHubbard and periodic Anderson
models. Therefore, one is faced with a challenging many-body
problem with the potential for strongly correlated electron
behavior. Moreover, the physics of UO2 is further complicated
by the relatively strong spin−orbit coupling in uranium.
A large number of DFT, DFT+U, hybrid functional, DFT

+DMFT, and other first-principles calculations have been
performed on UO2.

134 The LDA and GGA qualitatively fail,
producing a metallic state.135 The PBE0 and HSE hybrid
functionals both produce an antiferromagnetic insulator.136,137

DFT+U also produces an antiferromagnetic insulator and can
even capture the proper 3k structure;138−141 reasonable
agreement with the spin-wave spectra is also obtained.142 DFT
+U calculations can provide moderate agreement with the
experimental phonon spectrum.143,144 Of course, DFT+U is
confined to ordered states, and DFT+DMFT will be needed for
extension to the paramagnetic state.
DFT+DMFT calculations for UO2 have been executed using

a variety of different approximations to solve the DMFT
impurity problem, including exact diagonalization for a small
bath,145 the Hubbard-I approximation,146 and continuous-time
quantum Monte Carlo (CTQMC).146 It is straightforward for
DFT+DMFT to capture the paramagnetic insulating state in all
cases. Studying small energy details with DFT+DMFT is still
challenging because of the severe trade-off between precision
and computational expense in solving the DMFT impurity
problem. Precise techniques such as CTQMCwill inherently hit
a computational wall at sufficiently low temperatures, while
inexpensive techniques such as Hubbard-I are not terribly
reliable. A technique that is well-suited to the paramagnetic state
at zero temperature for UO2 is rotationally invariant slave boson
theory,147 which finds UO2 to be an orbitally selective Mott
insulator. However, the shortcoming of this approach is that it
provides only a semiquantitative characterization of Mott
physics, and more precise methods are needed to further
investigate these findings.
With these approaches for the lattice properties of UO2 and

ThO2, thermal conductivity has been computed for both
materials at various levels of approximation. The lowest-level
approximation includes only the anharmonicity at the level of
the mode-averaged Grüneisen parameter in conjunction with
the Slack equation,148 and this has been executed for ThO2 using
various DFT functionals129−131,149 and for UO2 using DFT-
(GGA)+U150 in addition to DFT+DMFT, where the DMFT
impurity problem is solved via exact diagonalization using a
truncated bath.64 The next level of approximation is direct
computation of the cubic phonon interactions from first
principles and computation of the phonon lifetimes from
perturbation theory followed by use of the RTA. This has been
executed for ThO2 using DFT

151,152 and UO2 using DFT+U,
27

where the latter demonstrated rather substantial deviation from
experiment. The next level of approximation goes beyond the

Figure 8. (left) Phonon dispersion for ThO2 computed using DFTwith
three different exchange−correlation functionals (LDA, GGA, and
SCAN) and measured using inelastic neutron scattering. (right)
Phonon density of states. From ref 132. CC BY 4.0.
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RTA and fully solves the BTE, which has been executed for
ThO2.

153,154 It should be noted that quantitative differences
were found in the two aforementioned studies, despite the fact
that the calculations were nominally very similar, highlighting
some sort of methodological shortcomings.

2.3. Thermophysical Properties

2.3.1. Introduction. In addition to thermal conductivity, the
heat capacity, thermal expansion, and elastic constants are all
directly determined by the phonon structure. The thermophys-
ical properties of actinide oxides have been a subject of many
studies during the last 70 years. This fundamental research,
initiated by the Manhattan Project, started various systematic
studies of actinide oxides that led, among others, to the
discovery of phase transitions in both UO2

155 and NpO2
156 at

temperatures below 50 K. Neutron diffraction experiments
established the antiferromagnetism (AF) in UO2 below 30
K,157,158 but the situation in NpO2 remained a mystery for many
years. The AF of UO2 was originally thought to be a simple type I
AF single-k (1k), but work by Burlet et al.159 strongly suggested
that the ordering was of a 3k nature, and this was confirmed
unambiguously by Blackburn and co-workers.160 In such a
magnetic structure, the moment directions are noncollinear but
point along alternate ⟨111⟩ directions. At the same time,
resonant X-ray experiments161 had established that the ordering
at 25 K in NpO2 was of the electric quadrupoles, and they were
also found soon after in UO2.

162 Many of these complications
and the associated theory are reviewed in ref 163, and the latest
excitation spectra of UO2, as measured with polarized neutrons,
were published in 2011.164 Hints of the elusive quadrupolar
excitations165 were found in this study, but an unambiguous
proof of their existence remains a challenge. A more recent
(shorter) review of these challenges in UO2 appeared in 2020.

166

Our focus here is on studies that target thermophysical
properties at low temperature (room temperature and below).
This is in keeping with our later discussion of thermal transport
in the presence of defects. In investigations of the influence of
irradiation defects, it is often advantageous to freeze out
phonon−phonon interactions by conducting experiments at low
temperatures.
2.3.2. Heat Capacity. The low-temperature heat capacity of

ThO2 has been measured on both polycrystalline samples and
single crystals.29 As expected for a diamagnetic insulator, the
heat capacity does not show any sign of phase transitions, and its
temperature dependence is governed by the acoustic and optical
contributions, which can be described using the DFT harmonic
approximation (see Figure 9). UO2 orders antiferromagnetically
(noncollinear 3k magnetic structure) below the Neél temper-
ature (TN = 30.5 K), as discussed above. In UO2 the transition is
accompanied by a Jahn−Teller distortion of the oxygen atoms,
discovered in 1976,167 and electric quadrupolar ordering (3k
type).142,163 Because of that, the heat capacity shows a large first-
order-type anomaly at the transition (see Figure 9).
Anharmonic effects, which were first observed in diffraction

experiments by Willis and Hazell,173 are important in describing
the heat capacity in this oxide family. In UO2, the observation of
a small anharmonic specific heat contribution is the result of
relatively large energy-dependent anharmonic effects that have
opposite signs, leading to a total contribution near zero.168 As
might be expected, there have been much fewer studies on the
specific heats of NpO2 and PuO2. NpO2 has electric quadrupole
ordering at 25.5 K161 and a complex ordering of a higher-order
magnetic multipoles.163,174−176 Similar to ThO2, the temper-

ature dependence of the specific heat of PuO2 (polycrystalline
samples) shows no anomaly, in agreement with a temperature-
independent Pauli paramagnetic state,170,171,177 which arises
from the singlet ground state established for this Pu4+ (5f4)
material.178 The similarity in the behavior of the heat capacity in
these oxides agrees with the similarity in the phonon dispersions
observed in these materials. Also, the low-temperature
electronic contribution to the specific heat can be extrapolated
to zero at T = 0, in perfect agreement with their Mott-insulating
ground state.

2.3.3. Thermal Conductivity. Despite the importance of
ThO2 as a nuclear fuel material, the thermal conductivity of
ThO2 single crystals has been measured only recently.179

Overall, the temperature dependence of the thermal con-
ductivity of ThO2 is typical for diamagnetic insulators, with a
characteristic maximum below 40 K. Its behavior can be
described by phonon thermal transport by taking into account
boundary, defect, and Umklapp phonon−phonon scattering
mechanisms.180 In contrast, uranium dioxide shows anomalous
behavior with a double-peak structure (see Figure 10) and a low
magnitude of κ(T).
That behavior cannot simply be explained by different

strengths of defect or grain boundary scattering processes
present in differentmaterials, as the thermal conductivity of UO2
is similar for stoichiometric pellets, polycrystals, and single
crystals.181 To explain that discrepancy, it has been suggested
that the reduction of the thermal conductivity in UO2 is due to
strong resonant scattering of phonons and electronic degrees of
freedom, such as spins, with characteristic energies on the order
of 10 meV.180 Similar behavior has also been suggested to
describe the κ(T) behavior in other magnetic materials.182−184

Furthermore, the thermal conductivity of UO2 appears to exhibit
anisotropic behavior (Figure 10b), with slightly smaller (∼10%)

Figure 9. Heat capacities of ThO2 (green triangles),29 UO2 (blue
circles),168 and NpO2 (purple squares)169 single crystals and
polycrystalline PuO2 (red line).170,171 In the case of UO2, a large
first-order-type anomaly is observed at 30.5 K as a result of Jahn−Teller
structural distortion and antiferromagnetic ordering. For NpO2, the
transition at 25.5 K is caused by ordering of high-order magnetic
multipoles. The increase in heat capacity below 3 K in various
neptunium systems is usually associated with a nuclear Schottky term
due to the splitting of the I = 5/2 nuclear ground level of the

237Np nuclei
by the hyperfine field. In NpO2, however, the origin of the anomaly is
unclear since the nuclear contribution seems to be too small to explain
the difference.172
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heat conduction along the ⟨100⟩ direction.180 If confirmed, this
unusual behavior for the second-rank thermal conductivity
tensor indicates that there is some “hidden” anisotropic behavior
(in certain phonon interactions or couplings) that break the
cubic symmetry in this material and lead to anisotropic thermal
transport. Some microscopic evidence to support these
macroscopic measurements has come from measurements of
the low-temperature phonon line widths with IXS.185 A strong
anisotropy is found in that the line widths are strongly
broadened over the energy range 5−15 meV in the ⟨100⟩
direction, whereas no effects are observed in the ⟨011⟩ direction.
Further study is needed to definitively connect these phonon
features and macroscopic thermophysical properties.
2.3.4. Elastic Constants and Thermal Expansion. Elastic

constants have been studied experimentally using a pulse-echo
technique on single crystals of ThO2 and UO2 at room
temperature.186,187 The thermal expansion of UO2 single
crystals was measured by Brandt and Walker in 1967.188,189

That was the first direct demonstration that the phase transition
is first-order in the lattice properties. The volume collapse at TN
was first observed in 1974190 and, more recently, by X-ray
diffraction.191 Furthermore, the measurements of elastic
constants versus temperature have not only exhibited changes
at the magnetic transition but also confirmed that the elastic
properties at high temperature (up to room temperature) are
much more complicated than anticipated. Similar indications
have come from susceptibility measurements192 and polarized
neutron studies193 that showed short-range order up to at least
200 K. Elastic constants are directly related to low-frequency
dispersion of the three acoustic phonon modes. In cubic
systems, there are three independent elastic constants, C11, C12,
and C44. In UO2, the temperature dependence of C44 (shear
along the ⟨111⟩ crystallographic directionthe cube diagonal)
is highly anomalous188,189 and indicative of a considerable
interaction between the lattice and spins even well above the
Neél temperature (see Figure 11). The strong spin−phonon
coupling and magnetoelastic interactions have also been
confirmed by inelastic neutron scattering experiments.194,195

This is more completely discussed in a recent neutron inelastic
scattering study,164 a review article,163 and the 2020 review.166

Recently, the thermal expansion of UO2 has been studied
under a high magnetic field. It was found that UO2 becomes a
piezomagnet when the magnetic field is applied along the ⟨111⟩
direction in the antiferromagnetic state and exhibits a peculiar
memory effect due to a partial domain reorientation.196 These
effects are due to the strong magnetoelastic interactions and the
symmetry of the noncollinear 3k antiferromagnetic order in this
material, which allows the appearance of piezomagnetism in
UO2.

197

2.4. Crystal Growth

2.4.1. Challenges in Growing Single Crystals. Many of
the experimental efforts discussed herein either require single
crystals or perform best when single crystals are analyzed.
However, the AO2 (A = Ce, Th, U, Pu) family is extremely
challenging to grow as single crystals because the high melting
points (2470−3377 °C)198−201 exceed those of the containers
used in melt growth syntheses and the solubilities are low in
most industrially feasible solvent systems.202−205 Overviews of
the successful growth techniques have been published else-
where,206−210 but herein the discussion focuses on how each
successful growth technique maximizes some of the desired
attributes while having shortcomings in other aspects. As a
result, in approaching a study of the AO2 family or even any
individual member, compromises must typically be made on the
basis of what single-crystal properties are of highest importance.
The main areas where this trade-off occurs are in the crystal
purity, growth speed, structural quality, and size. The various
oxidation states that are available for U and Pu further
complicate crystal production.211

2.4.2. Bulk Crystal Growth Techniques. The cornerstone
of large (>1 m), high purity (≫99.9%), high-quality crystal
growth in the semiconductor industry is the pulled melt crystal
growth methodology, such as that employed in the Czochralski
method. However, maintaining a feedstock of molten AO2 is
infeasible because their melting points exceed those of widely
used containment vessels. As a result, the AO2 family has been
the subject of more exotic crucible methods, such as the cold
crucible technique (ThO2 and UO2

212), closed capsule zone
melting (UO2

213), and use of a floating zone furnace

Figure 10. (a) Thermal conductivities of ThO2 (green circles) andUO2
(blue circles) single crystals measured along the ⟨100⟩ crystallographic
direction. The significant differences in κ(T) and its magnitude
between ThO2 and UO2 should be noted. (b) Temperature
dependence of the thermal conductivity of a UO2 single crystal
measured in the ⟨100⟩, ⟨110⟩, and ⟨111⟩ crystallographic directions.
The ThO2 data were taken from ref 179. The UO2 data were taken from
ref 180.

Figure 11. Change in elastic constants with temperature for UO2. The
data were taken from ref 188.
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(UO2
214,215). An alternative route to avoid crucible destruction

is to have much more rapid melt growth, such as in arc melting
(UO2

214,216−218 and ThO2
219−223), a solar furnace (UO2

224 and
ThO2

225), or the Verneuil method (UO2
226). Although many of

these techniques yield large (>1 cm3) products, they are never
single crystals for the AO2 family. Rather, agglomerates of
multiple single crystals that are sintered together are
produced.227

Samples used for analysis are often cut from these large
domains in such a way that a single crystal is acquired. This
means that all of the single crystals thus obtained have been
mechanically altered, which in the case of A = U or Pu could
mean that the surface adopts a new cation-to-anion ratio.
Furthermore, the production of large crystal domains signifies
that orientation control is difficult for melt growth of these
refractive oxides. The presence of these large domains indicates
that the growth conditions are quite heterogeneous, suggesting
that the crystal quality might vary within a single given domain,
but experimental investigations have rarely been performed to
assess this.
If melt growth is eschewed because of these assorted

shortcomings, the next most common growth techniques
dissolve the feedstock under conditions well below the melting
point and then crystallize out the feedstock from the solution.
Chemical vapor deposition (CVD) or chemical transport
(UO2,

228−231 UxTh1−xO2,
232 and U1−xPuxO2

233), flux
(CeO2,

234−241 ThO2,
220,223,234−238,242−247 UO2,

217,248,249

UxTh1−xO2,
249 and PuO2

242,250−253), and hydrothermal or
solvothermal synthesis (CeO2,

254 ThO2,
29,67,179,255−262

U1−xThxO2,
262−264 UO2,

256−258,264−267 and PuO2
268) fall into

this category and have been employed for the entire AO2 family.
High-quality, well-faceted single crystals of ThO2 and UO2
produced using the hydrothermal method are shown in Figure
12. Whereas melt crystal growth is largely a physical growth

method (although oxidation, reduction, and crucible contam-
ination can become major chemical factors), solution-based
growth techniques are truly chemical growth methods. This
complicates matters in that the solvent−reactant, solvent−
product, and solvent−container interactions all become
variables in addition to chemical species and oxidation/
reduction. The added complexity means that large, high-quality
single crystals can be grown, but the development of a reliable,
large-scale technique is often a cumbersome undertaking.
Furthermore, solvent contamination is an inherent challenge,
frequently resulting in measurable impurities in single crystals
produced via these pathways. In some cases, however, ideal
solvents can be found, such as how the highest-purity CeO2
single crystals have been fabricated by the hydrothermal

technique in a KF solution with impurities of only 100 ppm K
and 10 ppm F.254 Despite the purity, the 100 μm size somewhat
limits their utility. Seeded growth can be performed easily in
most of these techniques (provided a suitable seed can be
procured), enabling orientation control and iteratively improv-
ing the crystal quality.
There are a few techniques that fall outside of the purview of

both melt techniques and transport-assisted growth methods,
including sublimation in vacuum or from a plasma (ThO2

269 and
UO2

217,269,270), thermal decomposition (UO2
271 and PuO2

272),
electrodeposition (UO2

273−276), and high-temperature sintering
(UO2

217). Sublimation has to date only yielded crystals (4 to 12
mm) of AO2 with purities that are often worse than that of the
starting material. Thermal decomposition, where something
other than AO2 (e.g., AOCl2) is the feedstock for flux growth,
maintains the same drawbacks of flux growth with the added
complication that the starting material itself is a source of
impurities. Electrodeposition suspends two electrodes in a
molten flux containing the feedstock material, repeating the
same shortcomings of flux growth and enhancing them with the
possibility of electrode contamination. High-temperature
sintering is essentially limited by the growth time, as grains
will slowly enlarge, but the atomic mobility is extremely low
compared with fluid or gas growth mechanisms. Despite these
challenges, high-quality crystals have been produced by these
techniques, but they are often small, contain impurities, or both.
In the techniques discussed here, some type of trade-off is

necessitated among the crystal purity, growth speed, structural
quality, or size. Even with these compromises, however, at
present there is not a direct route to make large (>1 cm3) single
crystals of any member of the AO2 family. Growth procedures
are discussed that report larger crystals, but these often have
grain boundaries or large domains, so the term “single crystal”
cannot readily be applied. As of now, however, there are some
leaders in the crystal growth of each AO2 member. Dark-brown
CeO2 crystals with edges of up to 8 mm, for example, were
grown with a (100) cubic morphology using a flux mixture of
Pb3P2O8, PbF2, Al2O3, NaF, MgF2, and V2O5.

235 The crystal
purity might be low, however, as similar flux solutions displayed
>1 wt % Pb inclusions in CeO2.

240 Adjusting the flux to Li2WO4
resulted in lower impurity concentrations (200 ppmW and <50
ppm Li), but the size decreased to a maximum edge size of 2
mm.239 For ThO2, a 18.92 mm × 9.69 mm × 0.85 mm single
crystal with a (100) cubic morphology was grown by the
hydrothermal technique,67 and the bulk purity (>99 atom % for
cation content) was higher than that of the starting ThO2
feedstock material.29 However, the first 50 nm of the surface had
a high concentration of impurities, demonstrating that the
impurities from the starting ThO2 feedstock were purified out of
the bulk material and then deposited on the sample during the
final cooling cycle. UO2 crystals with side lengths approaching
10 mm and a variety of crystal morphologies were synthesized
with electrolytic decomposition in a molten flux.274 Altering the
conditions decreased the size to 3 mm per side but afforded
crystals with a highly defined cuboctahedral morphology and a
decrease of ∼33% of the impurities present in the starting
material.273 The radiological concerns of PuO2 make its crystal
growth a rare endeavor, but 2 mm × 2 mm × 3 mm single
crystals with a (111) octahedral morphology were grown from a
Li2Mo4O7 flux with a relatively low concentration of impurities
(the highest was Fe at 200 ppm).251

2.4.3. Epitaxial Thin Films. Epitaxial thin films of AO2
(CeO2,

277 ThO2,
278 UO2,

211,279,280 and PuO2
211) produced via

Figure 12. High-quality, well-faceted single crystals of (a) ThO2 and
(b) UO2 produced using the hydrothermal method.
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reactive magnetron sputtering, polymer-assisted deposition, and
sol−gel techniques represent an alternative route to the
synthesis of bulk single crystals. While much remains to be
done before samples of the quality used in the semiconducting
industry are available, this field has started to pay dividends. For
example, antiferromagnetism of UO2 thin films on different
substrates has been studied281 and showed the effect of strain
induced by the substrate−film interaction.
Currently, films are commonly produced using a commer-

cially available substrate such as LaAlO3, SrTiO3, or YSZ, which
imparts strain into the grown oxide layer. This explains, in part,
why thin films have been shown to have broad X-ray diffraction
(XRD) rocking curves,282 large deviations from bulk lattice
parameters,282 and columnar grains.283 Nonetheless, tremen-
dous potential exists in this field as suitable single-crystal AO2

substrates become available. A start along this line was reported
on U−UO2 interfaces

284 and UO2−ThO2 interfaces.
258

2.5. Outlook

Foundational work on phonon transport in nearly perfect single
crystals is the first step in developing a comprehensive
understanding of thermal transport in oxide nuclear fuels
under irradiation. On the experimental side, this portion of the
review focused on inelastic X-ray and neutron scattering to
obtain detailed information about the phonon structure and
measurement of low-temperature thermophysical properties.
These studies revealed gaps in understanding that are the source
of continued research. Examples include the origin of nonlinear
propagating modes found in several fluorite crystal structures,
including UO2 and ThO2, and the possibility of anisotropic
thermal conductivity in UO2 due to phonon interactions that
locally break cubic symmetry. On the modeling side, electronic
structure calculations were reviewed with a focus on strongly
correlated materials. The shortcomings of DFT with regard to
accurate prediction of the branch-specific contributions to the
conductivity in UO2 point to new opportunities for DFT
+DMFT modeling approaches. Finally, central to all funda-
mental studies, a short review of growth of actinide oxide single
crystals was presented. As new high-quality single-crystal
substrates of actinide oxides become available, opportunities
exist for the synthesis of epitaxial thin films and interfaces with
quality rivaling that found in the semiconductor industry. As
mentioned in the introduction, it is thought that interfaces in
nuclear fuel play an outsized role in defect evolution and thermal
transport. Having access to interfaces with chemical precision
would open new frontiers for understanding thermal transport
under irradiation.

3. CRYSTALLINE DEFECT GENERATION, EVOLUTION,
AND CHARACTERIZATION

In line with the main goal of this review, here we present an
overview of defects in UO2, ThO2, and CeO2, which are closely
tied to thermal transport. Defects play a critical role in thermal
transport because of their ability to scatter phonons. Experi-
ments have shown that the thermal conductivity in UO2 under
reactor conditions is influenced by (1) irradiation defects, (2)
intragranular clustering of fission products, and (3) clustering at
existing and newly formed grain boundaries5,8 (see Figure 13).
Until recently, the impact of many of these defects on thermal
transport has been treated only empirically, as the concentration,
size, and distribution of these defects are controlled by complex
mechanisms and are highly dependent upon local irradiation
conditions. Accordingly, here we primarily focus on smaller-
scale defects that can be introduced in a controlled ion beam
environment and where recombination, saturation, and
clustering play an outsized role.
In the last several decades, a number of studies have focused

on radiation damage in UO2, including dislocation loop
formation,285 radiation-induced lattice expansion,286−288 HBS
development,6,289 and fission gas release.290−294 The irradiation
microstructure of CeO2, an important surrogate material for
oxide nuclear fuels, has started to receive significant attention
over the past decade.28,295−298 ThO2 has received sporadic
attention since the 1960s but is now receiving more
consideration, as it has emerged as a promising advanced
nuclear fuel.299−303

In this section, we discuss the nature of irradiation-induced
defects as revealed in experiments, selected methods for
characterization of defects and their evolution, off-stoichiometry
and equilibrium point defect disorder in oxides, and the
mechanisms of defect clustering and long-term evolution in
irradiated oxides and give an outlook on required future
developments in understanding defects from the perspective of
thermal transport. The primary focus here will be key findings
tied to ion beam irradiation studies. Ion beam irradiation has
proven to be a flexible tool for the generation of defects found in
real fuel.29,304−328 Although they are beyond the scope of this
review, it is noted here that complementary studies involving
neutron,329 α-particle,286−288,330 or electron331 irradiation can
be used to judge the efficacy of employing a particular set of ion
irradiation conditions (e.g., ion mass, energy, and fluence).
As shown in the left panel of Figure 13, the frequency

dependence of the phonon scattering rate, τ−1, is sensitive to the
dimensionality of the defect with respect to the wavelength of
the heat-carrying phonons. Thus, to provide a distinct phonon
transport perspective, this section is organized according to the
size and dimensionality of the defect. In particular, we introduce

Figure 13. Illustration of irradiation defects found in oxide nuclear fuels. The phonon scattering rate is sensitive to the dimensionality of the defect.
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intrinsic point defects first, followed by point defects and defect
clusters that form under irradiation and then other extended
defects such as defect-decorated grain boundaries and grain
boundaries formed as a result of restructuring.

3.1. Intrinsic Point Defects

Intrinsic point defects are present in single-crystal oxides under
thermodynamic equilibrium in the form of vacancies, inter-
stitials, and native dispersed impurities. The presence of these
point defects makes oxides off-stoichiometric. Off-stoichiometry
is important in understanding the structural properties,
thermokinetic properties, and performance of oxide nuclear
fuels. Moreover, carefully accounting for the impact of intrinsic
defects on thermal transport is the first step in providing a
comprehensive description of thermal transport under irradi-
ation.
3.1.1. Characterization Techniques. Accurate character-

ization of the size and distribution of intrinsic, subnanometer
defects remains a challenge. Here, we provide a brief review of
two experimental techniques used to glean information about
subnanometer defects. Point defects in oxides such as UO2,
CeO2, and ThO2 have been extensively characterized using light-
source techniques.322,332−344 This field of study was recently
reviewed by Lang et al.345 However, our focus here will be on
positron annihilation spectroscopy (PAS) and optical spectros-
copy, which to date have seen limited use in oxide fuels but show
particular promise for characterizing the spectrum of point
defects and small clusters that reside in ion-irradiated oxide fuels
and fuel surrogates.While each technique exhibits demonstrated
potential, particular attention must be paid to the character-
ization of point defects in ion-irradiated oxides.
3.1.1.1. Positron Annihilation Spectroscopy. PAS can

accurately probe individual atomic vacancies as well as small
and large clusters of vacancies with a remarkable sensitivity of
less than 1 ppm, providing quantitative information about their
size and density.346 When introduced into a solid, a positron
quickly loses its kinetic energy and eventually annihilates with an
electron, producing two photons that are emitted in nearly
opposite directions. The emitted photons are Doppler-shifted
by the longitudinal momentum of the electron. Measurement of
this shift has been developed as an effective method known as
Doppler broadening spectroscopy (DBS) to provide informa-
tion about the concentration and characteristics of defects in
solids, as the electron momentum sampled by the positron is
strongly affected by trapping at defects.
The positron annihilation rate is governed by the overlap

between the positron wave function and the electron density at
the annihilation site, providing information about the local
electron density, which is directly related to the nature and size
of the defect. Thus, positron annihilation lifetime spectroscopy
(PALS) provides a direct method for measuring the size and
density distributions of atomic scale defects. It can discriminate
among vacancy clusters ranging from single vacancies to clusters
of ∼50−100 vacancies until they become large enough to be
resolvable by transmission electron microscopy (TEM).
While standard PAS techniques are extremely useful, the

typical penetration depth is several hundreds of micrometers,
and as a consequence, they cannot be applied to ion-irradiated
materials, as the damage layer is only a fewmicrometers thick. In
the 1980s, the development of slow positron beams and variable-
energy positron techniques made depth-resolved measurements
and characterization of ion-irradiated materials possible. The

first studies of depth-resolved PAS were performed on He-ion-
irradiated Cu and Ni.347

Laboratory-based slow positrons or variable-energy positron
beams begin with a positron source having a continuous energy
distribution. The most commonly used source is the radioactive
isotope 22Na. Some of the fast positrons emanated from the
source are moderated down to ∼75 meV as they pass through a
thin foil (e.g., W and Ni).347,348 The positrons extracted from
the moderator are then guided through a vacuum system to the
target using magnetic or electrostatic lenses. The unmoderated
positrons are filtered through crossed electric and magnetic
fields (E × B filter) or a magnetic velocity selector. The left side
of Figure 14 illustrates the extraction of slow positrons through a

magnetic velocity selector. The figure also shows themoderation
process. After extraction of the slow positrons, the direct current
(DC) slow e+ beam is then accelerated to variable energies,
typically up to 30 keV, where variable-energy DBS (VEDBS) can
be performed. VEDBS can provide qualitative information about
the defect structures and measure the overall defect level in ion-
irradiated materials. Such measurements have been applied to
ion-irradiated actinide oxides in the last few decades, and the
knowledge learned from them will be briefly discussed in the
next section. However, the full characterization of radiation-
induced defects in terms of size, density, and depth distributions
can be extracted only from PALS measurements, which require
pulsed positron beams with short pulses on the order of 100−
200 ps. In the last several years, reactor- and accelerator-based
pulsed positron beams have been developed with sufficient
temporal resolution for characterization of small defects induced
by ion irradiation in somemetals as a function of depth.349While
these user facility adaptations of positron characterization
provide the irradiation materials science community with
tremendous new capability, multiple measurement method-
ologies cannot be easily accommodated. Current efforts directed
at developing pulsed positron beams derived from radioactive
isotopes (see Figure 14) will usher in a new era in positron
characterization by enabling in situ measurements of materials

Figure 14. Simplified schematic of a magnetically transported slow
pulsed positron beamwith a positron annihilation lifetime spectrometer
and coincident Doppler broadening spectrometer. Vacuum compo-
nents, high-voltage/current sources, and beam diagnostic tools are not
shown.
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during ion irradiation.350 Figure 14 shows the incorporation of a
bunching system to a magnetically transported beam to convert
the DC slow e+ to pulses that are hundreds of picoseconds in
width, making them relevant for PALS measurements in a wide
range of ion-irradiated materials. Then DBS and PALS can be
done simultaneously, as illustrated in Figure 14.
3.1.1.2. Optical Spectroscopy. Optical absorption and

luminescence spectroscopy are convenient methods for
characterizing point defects in irradiated oxides, as oxygen
vacancies have prominent signatures. While these spectros-
copies have been applied to characterize a wide range of
irradiated oxides,351−353 application to irradiated actinide oxides
is limited. The optical response of oxides depends strongly on
the preferred charge state of the cation. We thus start our
discussion with ThO2, as Th has only one preferred charge state.
We then discuss CeO2 and UO2, both of which have multiple
charge states.
In ThO2, Th exhibits only the 4+ charge state. Therefore,

when one considers an oxygen vacancy, two electrons (in a
neutral defect) or one electron (in a positively charged defect) is
localized on the vacant site and creates a virtual atom having
specific electronic states. Optical induced transitions of an
electron within this virtual atom contribute to the emergence of
absorption and luminescence bands within the band gap.
Because of their impact on the optical permittivity, these defects
are called color centers. Figure 15a shows representative spectra

for proton-irradiated ThO2 exhibiting absorption peaks at 1.8
and 2.0 eV.132 The locations of these peaks match previous
reports on irradiated ThO2.

219,354 In contrast to Al2O3 and
MgO,351−353 the number of studies of electronic structure of
defects in ThO2 has been limited.149,355 Accordingly, assign-
ment of these absorption/luminescence peaks to defect types
will require more systematic studies.
In CeO2, the oxygen-vacancy-induced peaks have a different

origin.356,357 Unlike ThO2, CeO2 does not have color centers, as
extra electrons are localized on cerium ions, changing their
charge state from 4+ to 3+. The extra electron on the Ce3+ ion
occupies the 4f electron state, which is empty in Ce4+.
Additionally, it has been reported that 5d-band electrons in
Ce3+ exhibit additional crystal field splitting. In perfect CeO2,
Ce4+ has octahedral coordination, leading to splitting of the 5d
bands into two groups of bands with T2g and Eg symmetry
(Figure 15e).358 When defects are present, the symmetry of the
crystal structure is reduced, which results in further splitting of
the d bands (Figure 15e). Overall, this leads to an emergence of
additional absorption bands corresponding to electron tran-
sitions from 4f bands into crystal-field-split 5d bands, as shown
in the spectra of irradiated CeO2 (Figure 15b), which exhibits an
additional absorption peak at 2.8 eV.359 Computationally, there
is strong evidence supporting localization of electrons on Ce
ions.355

Figure 15. Optical characterization of defects in irradiated fluorite oxides. (a, b) Optical absorption in (a) proton-irradiated ThO2 and (b) electron-
irradiated CeO2. (c, d) Atomic configurations of oxygen vacancies in (c) ThO2 and (d) CeO2 and (e, f) the corresponding electronic band diagrams.
The data were taken from (a) ref 132 and (b) ref 360.

Chemical Reviews pubs.acs.org/CR Review

https://doi.org/10.1021/acs.chemrev.1c00262
Chem. Rev. 2022, 122, 3711−3762

3724

https://pubs.acs.org/doi/10.1021/acs.chemrev.1c00262?fig=fig15&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.1c00262?fig=fig15&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.1c00262?fig=fig15&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.1c00262?fig=fig15&ref=pdf
pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.1c00262?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


The electronic band structure of pristine UO2 has been
thoroughly investigated experimentally;361 however, investiga-
tion of the electronic structure of defects has been limited to
computational efforts involving DFT+U treatments of electron
correlation.362,363 While in ThO2 and CeO2 the highest
populated level corresponds to 2p bands of oxygen, in UO2 it
corresponds to 5f bands. In ThO2, the lowest unoccupied state is
5d, whereas in CeO2 it is 4f. In UO2 an additional effect is
present, where the f band is split as a result of strong electron
correlation effects, making UO2 a Mott insulator.364 The
challenge here involves properly treating electron correlation
to accurately assign absorption/luminescence peaks to defect
types.
3.1.1.3. Raman Spectroscopy. Raman spectroscopy allows

the vibrational properties of fluorite crystals to be probed365−367

and can be used to characterize point defects and small defect
clusters. Raman spectra of UO2 have been presented in a number
of studies,258,368 while reports on ThO2 are more limited.29,321

An extensive body of literature exists for CeO2 and ZrO2.
369,370

Perfect crystal structures of these fluorites exhibit a mode at
∼450 cm−1, characterized as a triply degenerate mode with T2g
symmetry at the Γ point.371 The other three optical modes at the
Γ point (see Figures 7 and 8) have T1u symmetry and are
infrared-active but not Raman-active. Point defects contribute to
the emergence of new vibrational modes, some of which are
Raman-active.372−374 The vibrational structures of anion
vacancies and interstitial and cation substitutions in fluorites
have been analyzed using the Green’s function approach for
lattice dynamics.370,372−374 Group theory considerations are
used to determine the symmetry of the defect structure and its
vibrational modes.370

Figure 16a depicts the Raman spectra in proton-irradiated
UO2, and Figure 16b depicts the same for ThO2.

29 The observed

defect peaks share features similar to ones in CeO2. In CeO2, the
peak at 560 cm−1 is attributed to oxygen vacancies, and the peak
590 cm−1 is associated with substitutions on the cation
sublattice.371,375 In UO2, the peaks at 630 cm−1 have been
attributed to cuboctahedral clusters,376 while the peak at 570
cm−1 corresponds to a mode having T1u symmetry that is
Raman-activated in the presence of disorder.377 Another feature
observed in irradiated fluorites is a broadening and peak shift of
T2g due to a disorder-induced phonon confinement effect.277,371

Assignment of the defect peaks in irradiated ThO2 is pending
further studies.29

3.1.1.4. Correlative Characterization. It is important to note
that the positron and optical characterizationmethods described
above have unique advantages and limitations. While PALS can
size-discriminate from single-vacancy-type defects through
divacancy to larger-scale clusters, it is not sensitive to
interstitial-type defects. In contrast, optical spectroscopy can
provide information about both vacancy- and interstitial-type
defects, but its ability to size-discriminate is somewhat limited.
Thus, there are advantages in combining these techniques.
Optical, photoluminescence, and Raman spectroscopies can
successfully detect oxygen vacancies, while PAS directly
measures cation vacancies and the defect complexes of vacancies
and impurities. Combining more than one technique such as
PAS and Raman spectroscopy can thus be effective in revealing
the variety of different types of defects present in actinide
oxides.378

3.1.2. Intrinsic Point Defects: Characterization and
Modeling. For homogeneously distributed intrinsic defects,
standard positron techniques can also be used to characterize
vacancy-type point defects and small clusters. PAS measure-
ments have been applied to characterize defects in oxidized
uranium metal,379 UO2 and ThO2 powders,

380−382 and doped
UO2.

383 Changing the U concentration strongly modifies the
density and size of U vacancies as revealed from PALS and DBS
measurements. There is strong evidence that doping UO2 with
metal oxides can increase the grain size in fresh fuel, leading to
enhanced fission gas retention.10−13 However, it is not clear
whether doping has an influence on intergranular intrinsic point
defects. From a phonon transport perspective, the presence of
intrinsic point defects is important because they effectively
scatter phonons. Chollet et al. used PALS to characterize point
defects in Cr- and Al-doped UO2.

383 The PALS measurements
presented in Figure 17 reveal that doping with Cr and Al using
the Advanced Doped Pellet Technology (ADOPT) leads to a
large number of vacancies and complete positron trapping.

Figure 16. Raman spectra in pristine and irradiated (a) UO2 and (b)
ThO2. (c−e) Cartoon representations of the vibrational modes in
perfect and defected fluorite systems. The data in (a) and (b) were
taken from ref 368.

Figure 17. Positron lifetime spectra measured for doped and undoped
UO2 fuel samples, compared with the spectrometer resolution (60Co
spectrum) and defect-free Fe metal. The doped sample is denoted as
the ADOPT (Advanced Doped Pellet Technology) sample, and the
undoped sample is denoted as the Std Opt2 (Standard Optima 2)
sample. From ref 383. CC BY 4.0.
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XRD has proven to be a useful tool to shed light on the nature
of point defects in fluorite oxides. Using Vegard’s law, which
relates the lattice constant to the radius of each ion, the impact of
oxygen vacancies in hypostoichiomteric CeO2−x and trivalent
lanthanide (Ln)-dopedCe1−xLnxO2−y on the lattice constant has
been well-documented.384 Similar analysis has been applied to
Ln-doped and nonstoichiometric UO2.

385 The ionic radii for
different charge states of Ce, U, and Ln agree well with those
tabulated.386 However, because X-ray diffraction provides an
average lattice constant, it is often difficult to tell whether off-
stoichiometric defects are isolated point defects or combine into
larger clusters or even precipitate into different phases. To
address these shortcomings, researchers have started to combine
XRD with first-principles models to delineate between different
scenarios. Recently ab initio methods have been implemented to
further investigate the impact of the charge state of defects on
the relaxation volume of the defected cell, which is expected to
be related to the radii of the associated ionic representation of
defects.387 Furthermore, more careful analysis of the lattice
constant in nonstoichiometric UO2 considering the possibility
of different defect charge states using thermodynamics has
suggested that uranium vacancies are absent in UO2+x.

388

The impacts of defects in nonstoichiometric and doped UO2
on Raman spectra has been investigated in several stud-
ies.377,389,390 Raman spectra of the pristine samples exhibit
two primary peaks. The first peak at 445 cm−1 is attributed to
phonons with T2g symmetry that are also visible in neutron
scattering measurements. The second peak at 1150 cm−1 is the
second-order Raman peak corresponding to the second
harmonic of the LO mode located at 575 cm−1 and thus is
denoted as the 2LO peak. Upon introduction of trivalent
lanthanides into UO2, a broad feature centered around 560 cm

−1

was reported.377 Detailed analysis of this feature suggested the
presence of two closely located peaks at 540 and 575 cm−1. The
first was attributed to oxygen vacancies that emerged because of
the trivalent nature of the dopants and the latter was attributed
to Raman activation of the LO mode caused by symmetry
breaking. Oxygen-rich UO2 and oxidized U1−xLnxO2−y exhibit
defect peaks, themost prominent of which is located at 630 cm−1

and is attributed to oxygen interstitials forming cuboctahedral
clusters such as in U4O9.

389,390 All of these studies suggest that
presence of the peaks can be used as an indication of particular
defect types and that the peak intensities can be related to the
defect concentrations.
The above examples illustrate that the state of defects in

oxides can be more complex than just dispersed vacancies, self-
or impurity interstitials, and substitutional impurities. The
presence of point defects is also often associated with other
electronic carriers such as electrons and holes. Thermodynamic
modeling of equilibrium defect disorder can capture these
carriers simultaneously with the atomic defects themselves.
Under irradiation, however, this goal is far from complete. Here
we review the equilibrium point defect disorder calculations
focusing on UO2 and ThO2.
UO2 can exist in the form UO2±x, where x denotes the

deviation from the reference stoichiometric state UO2. The
finding that UO2 can be off-stoichiometric agrees with
experimental data on oxygen partial pressure against O/U
ratio published by Guéneau et al.,391 who calculated O/U ratios
of up to 2.2 for temperatures ranging from 800 to 2500 K. For
ThO2, the phase diagram reported by Agarwal and Parida392

based on published data393−395 shows the oxide system to exist
as a hypostoichiometric oxide above 1300 K. Past work by

Murphy et al.396 and Bergeron et al.397 investigated the off-
stoichiometric properties of ThO2 byDFT simulations using the
CASTEP code and thermodynamic modeling, respectively, and
showed ThO2 to exhibit hypostoichiometry.
Point defect disorder models for oxides predict the

concentrations of point defects, electrons, and holes under
prescribed temperature and oxygen pressure conditions. A
typical model is based on minimizing the Gibbs free energy of
the defective oxide subject to the constraint of electroneutrality
and the prescribed temperature and oxygen pressure. The results
of this approach, adapted from Schmalzried,398 are discussed
below.149,399

Common Brouwer diagram depictions of oxides show that O
vacancy defects dominate the hypostoichiometric regime and
are charge-compensated by free electrons. Meanwhile, O
interstitial defects dominate the hyperstoichiometric regime
and are charge-compensated by free holes in the system.400

Findings by Hassan et al.401 on defects in UO2 showed
domination of U vacancies in the hyperstoichiometric regime of
UO2 instead of O interstitial defects. Subsequent work by other
authors involved further investigation of the specific conditions
in which this case occurs. For instance, Cooper et al.402 found
that when vibrational entropy is omitted, O interstitials are
predicted to be the dominant mechanism of excess oxygen
accommodation over only a small temperature range (1265−
1350 K). Conversely, when vibrational entropy is included, O
interstitials dominate from 1165 to 1680 K (Busker potential) or
from 1275 to 1630 K (CRG potential). Below these temperature
ranges, excess oxygen is predicted to be accommodated by U
vacancies, while above them the system is hypostoichiometric,
with oxygen deficiencies accommodated by O vacancies.402 A
similar deduction was made by Soulie ́ et al.,403 who found that at
high temperature O interstitials are dominant, either in isolated
form or in clusters depending on the deviation from
stoichiometry. They predicted that at temperatures lower than
1300 K, U vacancies would be dominant in the near-
stoichiometric material. As shown in the hyperstoichiometric
regime, there is ongoing debate with respect to the defectU
vacancy or O interstitialthat is ultimately responsible for this
stoichiometry.
ThO2 has been found to exist mostly as a hypostoichiometric

oxide. Murphy et al.396 predicted the hypostoichiometric regime
to be characterized by O vacancy defects that are charge-
compensated by conduction-band electrons. Their simulations
also highlighted the importance of the poroxo-oxygen interstitial
defect, which is predicted to form with a significantly higher
concentration than octahedral O interstitial defects under
hyperstoichiometric conditions. ThO2 is hypostoichiometric
when subjected to high temperatures (2400−2655 K).399 It was
found that the extent of hyperstoichiometry in the (Th,U)O2
system depends strongly on the temperature and oxygen partial
pressure.399

In summary, extensive work has been done to study the
thermodynamics of oxides. However, there is still much work
ahead in this field. For instance, the study of the effect of
vibrational entropy is relatively incomplete and has not yet been
extended to study the thermodynamics of mixed oxides. Proper
calculation of the entropy of formation of defects must take into
consideration its temperature dependence. However, this does
not seem to be the practice followed in computing the internal
energy of formation, where the defect formation energies are
often computed at 0 K. Interestingly, the lattice vibrational
information used to compute the entropy of formation and its
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dependence on temperature can be used to properly compute
the same for the internal energy of defect formation.

3.2. Irradiation-Induced Defects

The complexity of the radiation environment associated with
nuclear fuels brings about a rich spectrum of defects. This
includes defects created directly by fast neutron damage404 and
high-energy fission products,329 defects created by alpha decay
of radioactive actinide isotopes,329,405 and defects created by
beta and gamma decay. However, damage caused by high-
energy fission fragments is the most significant damage source
by orders of magnitude. After the damage event, the lattice
contains isolated fission product atoms, point defects, and to a
lesser degree small defect clusters.302 Over time and at
temperature, these defect populations evolve to form a rich
spectrum of defects ranging from point defects to large clusters.
As a surrogate to damage caused by neutrons, ion beam
irradiation has proven to be a convenient approach to separate
the effects of specific defects on thermal transport. Irradiation
with proton (or He) beams provides relatively flat damage
profiles over tens of micrometers (or close to 10 μm) at ion
energies of a few megaelectrovolts, which are sufficiently thick
for modern thermal transport measurements.29,42,315,406,407

Moreover, proton irradiation has been shown to be an effective
means for producing irradiated microstructures comparable to
those produced by neutron irradiation.408 This is a very rich field
of research, and providing a comprehensive, historical review is
well beyond the scope of this article. Instead, in this section we
present a review of the main finidings and open issues, with the
intent of identifying new opportuinites for impactful research.
3.2.1. Characterization Techniques. In section 3.1.1, we

discussed two underutilized techniques for characterization of
point defects. Here we focus on two techniques that show
promise for characterization of larger-scale defects that form due
to clustering: analytical TEM and atom probe tomography
(APT). For irradiated metals, these two characterization
techniques are starting to be used in a correlative fashion.
Extending correlative studies to oxides is an area of research with
tremendous opportunities.
3.2.1.1. Analytical Transmission Electron Microscopy.

Conventional TEM has been widely used to study extended
defects, dislocation loops, and cavities in irradiated actinide
oxides and their nonradioactive surrogates. A variation of
conventional TEM, scanning transmission electron microscopy
(STEM), involves raster scanning of a tightly focused (∼0.1 nm)
electron beam over a sample to form an image. This
configuration makes STEM suitable for analyzing local
chemistry using spectroscopy methods. Electron energy loss
spectroscopy (EELS) and energy-dispersive X-ray spectroscopy
(EDS) are powerful tools for imaging of radiation-induced
defects, phase changes, and small-scale changes in composition.
EDS, a relatively simple technique to apply, is well-suited to
measure elemental composition and has been used extensively
to characterize phases and fission products in nuclear
fuels.328,409,410 However, EDS is not capable of measuring
changes in stoichiometry, which is required for understanding
how interfaces, such as grain boundaries, influence the local
stoichiometry.
EELS has been successfully used to identify the oxidation

states of U andCe in their oxides. Phonon scattering at interfaces
such as grain boundaries may significantly affect the thermal
transport of materials. The grain boundary chemistry in CeO2
has been revealed using STEM/EELS mapping of the Ce M4,5

edge, which reflects the 3d→ 4f transitions in Ce.407,411−414 The
relative intensities of M4 and M5 are characteristic of the 4f shell
occupancy and have been used to determine oxidation state of
Ce and the O vacancy concentration. The O vacancy
concentration at grain boundaries depends on the boundary
character: the more distorted the boundary, the more oxygen
vacancies it forms. Similarly the U M4,5 edge, which results from
3d → 5f transitions in U, has been used to characterize the
oxidation state of U.415,416 Compared with the CeM4,5 edge, the
U M4,5 edge at higher energy loss has a smaller signal, thus
requiring long collection times to obtain an appropriate signal-
to-noise ratio, which presents experimental difficulties due to
beam drifting. This leads to reduced spatial resolution, and the
overall ability to measure chemical changes at the nanometer
and atomic scales is affected. Recently, atomic-scale EELS for U
using the U M4,5 edge has been achieved thanks to large probe
convergence angles, high currents, and small probe sizes in
modern aberration-corrected microscopes.417

3.2.1.2. Atom Probe Tomography. APT relies on field
evaporation of the specimen to produce a three-dimensional
(3D) reconstruction containing atom-by-atom position-sensi-
tive composition information. The use of a laser (as opposed to
the conventional voltage APTmode) is necessary to induce field
evaporation in semiconducting and insulating materials.418

Effective field evaporation in oxides requires uniform laser
absorption and efficient dissipation of thermal energy, which are
highly dependent upon the optical properties, thermal proper-
ties, and surface chemistry of the oxide.419 The field evaporation
parameters must therefore be tailored or optimized in each oxide
for accurate chemical quantification.420−426 Poorly optimized
field evaporation parameters can produce thermal artifacts,
surface diffusion, and preferential evaporation that ultimately
degrade the accuracy of APT quantitative compositional
analysis.427

There is no clear trend in the optimal APT field evaporation
parameters for nuclear fuel oxides and their surrogates. For
example, CeO2 can yield sufficient field evaporation with low-
energy laser pulses,422 whereas UO2 requires moderate laser
energies420 and ThO2 requires high laser energies with a low
specimen temperature.255 In CeO2, the use of higher laser
energy and lower base temperature results in degradation of the
mass spectrum resolution.422 Recent work has used Bayesian
expectation−maximization statistical methods to assign ion
identities to data convoluted in thermal tails, enabling accurate
quantification of the chemical composition of thermally affected
mass spectra in ThO2.

255 While challenges remain for APT
characterization of oxides, there exists considerable opportunity
to use APT in a correlative fashion with analytical TEM.

3.2.1.3. Correlative TEM−APT Characterization. While
TEM and APT have several advantages for characterizing
composition at the nanoscale, each technique has well-known
limitations.428−432 TEM/STEM is excellent in crystallographic/
structural analysis. Grain orientations, phase structure, and
defects can be identified or visualized using electron diffraction
and high-resolution imaging techniques. The grain orientations
may also be measured by APT, but the spatial resolution of APT
datasets is determined by the regularity of the field-evaporation
sequence. The dependence of field evaporation on the grain
orientation and local bonding state may reduce the spatial
resolution in the reconstructed 3D atom maps, especially at
locations of defects or interfaces.428,433

STEM/EDS has been routinely used to quantify local
chemical compositions at the nanoscale. The elemental

Chemical Reviews pubs.acs.org/CR Review

https://doi.org/10.1021/acs.chemrev.1c00262
Chem. Rev. 2022, 122, 3711−3762

3727

pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.1c00262?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


sensitivity of EDS depends on the atomic number of the
element. The quantification of light elements such as O and N is
based on low-energy X-rays, and K peaks and their k-factors
depend on X-ray absorption. Because of inaccuracy of the
absorption correction due to self-absorption of low-energy X-
rays, their poor detection efficiency, and the low fluorescence
yield, quantification of light elements is very challenging.
Compared with EDS, EELS tends to work better for elements
of relatively low atomic number. However, quantification of
EELS spectra relies on obtaining single scattering profiles, which
can be realized only when very thin samples are used. In thicker
samples, multiple inelastic scattering changes the edge shapes
and intensities, and therefore, quantification errors can be
introduced.434 When the size of the target defect is smaller than
the sample thickness, the measured composition is an effective
composition that is an average over the sample thickness and
may not be representative of the target defects.
Quantitative elemental analysis at the near-atomic scale using

APT is rather robust because ionic species in most cases can be
simply identified according to their mass-to-charge ratio,
although there are intrinsic challenges associated with
quantification of O especially from nanosized features. It is
well-known that the concentration of O in materials is strongly
dependent on the analysis parameters of APT, such as the laser
wavelength, laser pulse energy, and field condition of the
specimen.435,436 For example, at high laser energies, metal atoms
are preferentially evaporated, whereas O atoms diffuse and
desorb as a result of inhomogeneous thermal absorption of the
laser, leading to inaccuracies in the measured composition. In
addition, APT measures chemical composition in only a very
localized volume of ∼106 nm3, in comparison with the volume
∼1010 nm3 used for STEM/EDS/EELS measurements in
TEM.430

Spatially correlated TEM and APT studies are of significance
to understand the effects of radiation in nuclear materials.
Recently researchers have investigated combining APT and
STEM, with the advantages of one technique offsetting the
limitations of the other. Wang et al.432 quantified chemical
compositions around nanovoids in NiCoCr solid solution alloys.
Figure 18 shows an example of correlative imaging using STEM
and APT. Lach et al.431 characterized the radiation-induced
segregation around grain boundaries and dislocation loops
together with precipitation in 304 stainless steel. To date, these
correlative studies have been applied to metals, and thus, while
there is great potential for extending correlative studies to
oxides, there exist considerable challenges.
3.2.2. Irradiation-Induced Point Defects. Near room

temperature in low damage ranges (<0.1 dpa), the formation of
extended defects is limited by limited diffusion. Several reports
have applied Raman spectroscopy to characterize point defects
in irradiated fluorite oxides.437−439 One notable study
investigated depth-resolved radiation damage upon irradiation
of UO2 by 25MeVHe2+ ions.438 The ion-impacted region of the
cross-sectional scan exhibited a reduction in intensity of the T2g
peak at 445 cm−1 and the emergence of new defect peaks at 527,
574, and 634 cm−1. The peaks at 527 and 634 cm−1 were
attributed to oxygen vacancies and interstitials, respectively, and
the peak at 574 cm−1 was attributed to activation of the Raman-
forbidden LO peak caused by symmetry breaking. A cross-
sectional line scan along the incident direction of the implanted
He ions was performed and showed that the intensity of the T2g
peak decreases and the intensity of the defect peak increases
proportional to the amount of depth-dependent displacement

damage predicted using Stopping and Range of Ions in Matter
(SRIM) calculations.438 In a more recent report, it was
postulated that the LO peak is due to defects on the uranium
sublattice and associated with changes in the charge state of
uranium from 4+ to either 3+ or 5+.439

Similar measurements have been performed in light-ion-
irradiated ThO2.

29,368 In 2 MeV proton-irradiated ThO2, four
prominent peaks at 515, 535, 585, and 630 cm−1 were
identified.29 The latter three are similar to the defect peaks in
UO2, whereas the peak at 515 cm−1 has not been reported in
other fluorite oxides. Similar peaks were observed at 514, 539,
590, and 622 cm−1 for ThO2 irradiated with 21 MeV He2+, but
they were not identified as Raman peaks by the authors and
instead were attributed to luminescence.368

XRD has been applied to monitor microstructure evolution in
irradiated UO2.

287,440 During isochronal annealing of neutron-
and α-particle-irradiated UO2, different stages of defect recovery
were identified. These stages were attributed to mobility of
different defect types. These results enabled the determination
of migration barriers and the relaxation volume of Frenkel pairs
without clear differentiation between the uranium and oxygen
sublattices. Similar measurements have been applied to α-
particle-irradiated CeO2 and PuO2.

286

For self-irradiation studies involving doping with a radioactive
isotope, traditional PAS can be used to measure the vacancy-
type defect distribution throughout the bulk. One such example
used PALS to characterize the damage generated by α self-
irradiation in UO2.

441 This study suggested that the point
defects observed using PALS correspond to uranium vacancies.
From a phonon transport perspective, defects in the uranium
and oxygen sublattices can influence phonon scattering in
significantly different ways. In the case of high-energy electron
and ion irradiation, defects are generated in the bulk of the
samples, and traditional PALS was successfully applied to study
defects in CeO2 and UO2 using this approach.

442 Additionally,
coupling of experimental results to a DFT description revealed
detailed information about the structure of vacancy-type defects

Figure 18. STEM and APT images acquired for a needle-shaped
NiCoCr specimen at different rotation angles. The scale bar for both
sets of images is 40 nm. From ref 432. CC BY 4.0.
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in UO2. Wiktor et al.443 used this approach to reveal that the
dominant irradiation-induced defect in 45 MeV alpha-irradiated
UO2 is a bound Schottky defect of neutral VU + 2VO trivacancies.
In the early 1990s, researchers first demonstrated the

applicability of using slow positrons to perform depth-resolved
studies of ion-implanted UO2.

445 More recent studies applied
VEDBS to characterize vacancy-type defects in electron- and
light-ion-irradiated UO2.

446−449 In one study involving electron
irradiation of UO2, the results revealed that U-related vacancies
were formed when the irradiation energy was stepped from 1 to
2.5 MeV.446 In another study involving 1 MeV He implantation,
it was found that the nature of the irradiation-induced vacancy-
type defects did not change with the fluence.447 VEDBS was also
applied to investigate the depth distributions of defects in Xe-
implanted UO2. As an example, Figure 19 depicts the defect
parameter S extracted from DBS measurements as a function of
depth for unirradiated UO2 (reference sample), a Xe-implanted
sample, and post-Xe-implantation annealed samples. The large
nonlinear increase in S indicates the formation of Xe bubbles
after annealing.
3.2.3. Dislocation Loops. At intermediate temperatures

and low damage levels, ion irradiation may create both point
defects and dislocation loops.28,29,315 Detailed TEM and atomic-
resolution STEM imaging shows the dislocation loop character-
istics of single-crystal ThO2 (Figure 20).

303 They are interstitial
faulted loops or Frank loops with a Burgers vector, b, of 1/
3⟨111⟩ and a habit plane of {111}. The large extended strain
field around faulted loops scatters phonons significantly, leading
to a larger reduction in the thermal conductivity compared with
perfect loops.315 In neutron- and ion-irradiated UO2, ThO2, and
CeO2, both faulted loops with b = 1/3⟨111⟩ and perfect loops
with b = 1/2⟨110⟩ are found. MD simulations298,303,326 showed
that mainly 1/3⟨111⟩ Frank loops are energetically favorable
when the loop size is small (several nm) and that 1/2⟨110⟩
perfect loops are preferred when the loops grow. Thus, there
must be an unfaulting process of loops under irradiation, and the
formation of perfect loops can be ascribed to a reaction between
a Frank partial and a Shockley partial.298,303,326 However, this

Figure 19. Defect parameter S as a function of depth in UO2 for a reference sample, a Xe-implanted sample, and post-Xe-implantation annealed
samples. The inset is a schematic illustrating how S is extracted from the 511 keV peak in DBS. The radiation fluence for the implanted samples,
indicated by a superscript “16,” was 1 × 1016 Xe cm−2. Adapted with permission from ref 444. Copyright 2012 Elsevier B.V.

Figure 20. (top left) Weak-beam dark-field TEM image and (top right)
atomic-resolution STEM image of dislocation loops in ThO2. (bottom)
Schematic representation of a 1/3⟨111⟩ Frank partial dislocation loop,
showing an extra half-plane and the Burgers vector b as viewed along the
[011] zone axis. Adapted with permission from ref 303. Copyright 2021
Elsevier B.V.
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unfaulting process during loop growth has not been directly
observed in actinide oxides and their surrogate, CeO2.
In the past decade, the formation and evolution of extended

defects, dislocation loops, and bubbles under heavy ion
irradiation have also been well-studied using in situ ion
irradiation facilities such as the Intermediate Voltage Electron
Microscope (IVEM) at Argonne National Labora-
t o r y 2 9 5 , 2 9 6 , 3 1 2 , 3 1 4 a n d J A N N u S - O r s a y i n
France.309,317,318,324−326 The size and density of dislocation
loops increase with the irradiation dose until the density
saturates, after which the dislocation loops start to transform
into dislocation segments and tangled networks at higher doses
through coalescence and coarsening mechanisms.295,296,312,313

Both dislocation loops and cavities can nucleate under heavy-ion
irradiation at room temperature,311,314,318 which is different than
the case with light-ion (e.g., proton) irradiation. At a low
irradiation temperature, some dislocation loops can nucleate
directly at the clusters produced in cascades, and such a process
does not require U interstitials and U vacancies to be diffusive.
Electrons or light ions such as protons produce damage as
isolated Frenkel pairs or in small clusters, while heavy ions and
neutrons produce damage in large clusters. The direct
nucleation of extended defects at small clusters is more difficult
than at large clusters, which may explain why loops do not form
under proton irradiation at room temperature. For in situ
irradiation, it is noted that the TEM samples are very thin (∼100
nm) and the surface is a strong sink for irradiation-induced
defects, which may impact defect evolution. For those samples
prepared by focused ion beam (FIB) milling, FIB damage may
contribute to the defect evolution.
3.2.4. Cavities and Precipitates. Defects that are large in

comparison with the wavelength of the phonons responsible for
thermal transport can have a significant impact on thermal
conductivity. While voids and bubbles can be formed under
heavy-ion irradiation, precipitates can form through coalescence
of impurities, doping atoms, and fission products. The formation
of these large-scale defects typically requires long-range
diffusion. While heavy-ion irradiation has been used to study
fission gas diffusion in UO2,

310,311,314,317 ThO2,
299 and

Th1−xUxO2,
300

fission gas bubble nucleation, growth, migration,
and self-organization in ThO2 and Th1−xUxO2 have not yet been
studied in detail.
3.2.4.1. Cavities. Cavities, including voids and fission gas

bubbles, have been characterized extensively in UO2 and CeO2.
Generally, TEM has been used to characterize bubble sizes and
distributions,308,450−453 while techniques such as secondary ion
mass spectroscopy (SIMS)454 and X-ray absorption spectros-
copy (XAS)455−457 have been used to quantify gas pressures.
Michel et al.452 performed one of the earliest in situ TEM

studies of bubble evolution in UO2 irradiated using 390 keV Xe
ions. Their results confirmed the rapid formation of a population
of small (<1 nm) bubbles. The novel result was the fact that the
bubble concentration reached a nearly asymptotic value.
Although this experiment provided invaluable data against
which cluster dynamics models may be assessed, no clear
physical explanation was found for saturation of the bubble
concentration. Theoretical and experimental work is currently
ongoing to elucidate this longstanding conundrum.
Using Kr irradiation, He et al.311 showed the bubble size to be

a weak function of ion dose but strongly dependent on the
temperature. Kr bubble formation at room temperature was
observed for the first time, indicating either that U vacancies are
mobile at room temperature or that Kr bubbles may directly

nucleate at the vacancy clusters produced during cascades, with
such a process not requiring Kr and U vacancies to be diffusive.
In a similar study involving Xe irradiation of UO2 single crystals,
it was shown that small bubbles (1−2 nm) were formed at room
temperature, indicating that bubble formation does not require
long-range diffusion of Xe atoms or U vacancies.314 These
studies involving Kr irradiation indicating bubble formation at
room temperature are to be contrasted with another study
involving gas atom precipitation in CeO2 at room temperature
and 600 °C.295 In that study, no gas bubbles were observed at
room temperature.
In a study by Ye et al.296 that looked at the effect of Xe

irradiation on cavity formation in UO2 and CeO2, it was
suggested that implanted Xe ions were trapped in vacancy
clusters and aggregated into bubbles at elevated temperature.
The size and density of those features are comparable to the
fission gas bubbles in low-burnup UO2 fuel in a similar
temperature range. Kinetic Monte Carlo analysis revealed that
the O mobility in UO2/CeO2 is substantially higher under
hypostoichiometric conditions (MO2−x) than under hyper-
stoichiometric conditions (MO2+x).
Void formation has been studied using Au irradiation of thin

UO2 foils. Because most of the Au passes through the foil, this
irradiation regime creates only ballistic damage. In one study,
Onofri et al.327 found that void nucleation is a heterogeneous
process since new voids do not involve long-range diffusion of
point defects and gas atoms. In a related study, Sabathier et al.458

suggested that heterogeneous nucleation of voids was induced
by energetic cascade overlap. Such nanovoids are likely to act as
sinks for mobile fission products during reactor operation.
Researchers are now looking beyond TEM methods to

characterize fission gas bubbles. One of the early studies in this
area involved the use of APT to map the Kr profile in ion-
irradiated UO2 as a function of depth.

311 The Kr concentration
measured by APT was considerably smaller than that predicted
by SRIM. This was attributed to the gas being lost to the vacuum
within the analysis chamber and not registered by the detector.
However, using APT to directly characterize bubbles can be
problematic. For instance, aberrations are associated with
tomographic reconstructions near surfaces (internal and
external) and may change the evaporative characteristics of
atoms. As mentioned in a previous section, correlative studies
that utilize STEM and APT are beginning to demonstrate
promising results tied to characterization of bubbles in metallic
samples. A recent study by Perrin-Pellegrino et al.459 extended
this approach to oxides. Using APT in concert with TEM
revealed the existence of nanoclusters enriched in Xe with a size
and density comparable to bubble populations observed with
TEM.
Coincidence Doppler broadening spectroscopy (CDBS) is

another powerful tool to characterize the chemistry of gas
bubbles, identify the chemical environments around vacancies,
and probe atomic-scale precipitates.460 Nagai et al.461 employed
CDBS to detect the ultrafine precipitation of Cu impurities in
nuclear reactor pressure vessel (RPV) steel. The work revealed
that positrons can be trapped by embedded ultrafine particles to
form quantum-dot-like positron states, thus enabling the
detection of atomic-scale precipitates. In general, correlative
studies using PAS and TEM will be useful to characterize the
size, size distribution, and local chemistry of defects ranging
from single vacancies to clusters and large voids.462,463 This will
be crucial to understanding defect formation in the early stages
and the mechanisms of defect accumulation and recombination.
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3.2.4.2. Precipitates. Precipitation in irradiated oxide fuels
can have a significant impact on physical properties, including
swelling, melting point, and thermal conductivity. Moreover, the
irradiation-induced aggregation of solute species into precip-
itates can bring about a cooperative effect wherein the integrated
impact on the thermal conductivity of impurity atoms in
solution differs from that of precipitates composed of the same
elemental species. Characterization of precipitates in oxide fuels
and surrogates is commonly performed using TEM, APT, and
light-source techniques.
In a recent study involving emulated spent fuel, Jiang et al.464

used TEM and APT to study thin films of CeO2 doped with
metallic fission products. They found a uniform distribution of
doped metals within the as-grown film. Pd particles with sizes of
∼3 nm appeared near dislocations after He irradiation.
Annealing at 1073 K in air led to the formation of precipitates
ofMo and Pd at grain boundaries, and further annealing resulted
in precipitate coarsening.
The structure of the precipitate (e.g., crystalline vs

amorphous) can have a significant impact on phonon scattering
and transmission through the precipitate. In addition to studies
that investigated the composition of precipitates, several studies
have addressed the structure of precipitates. In one study, the
local atomic structure of chromium-bearing precipitates in
chromia-doped uranium dioxide was investigated by combining
microbeam XRD and XAS.465 The XRD data indicated that the
chromia precipitates contained structural disorder, and μ-XAS
results provided insight into the oxidation state of the
chromium. In a study targeting fission gas bubble formation,
Yun et al.466 found solid Xe precipitates in irradiated 5% La-
doped CeO2. The fact that these precipitates formed only at very
high doses indicated a dose threshold in their formation.
Oxide fuels are also known to exhibit steep radial gradients in

burnup, which can have significant implications for chemical
clustering and segregation. Bachhav and co-workers467 recently
demonstrated a novel APT-based approach to determine local
burnup in irradiated fuels. This method, which relies upon
isotopic ratios of 235U, 236U, 238U, 239Pu, and 237Np, provides
localized understanding of U enrichment and local burnup. In a
follow-on study,468 the team linked burnup to local fission
product chemistry. By conducting APT at the center and on the
edge of an irradiated UO2 pellet, they observed burnup-related
differences in the irradiation-induced nucleation of metallic
fission product Mo−Tc−Ru−Rh−Pd precipitates. The precip-
itates were larger at the pellet edge than in the center.

3.3. Modeling of Defect Clustering

Several methods are used to model defect evolution. MD
simulations can be used to investigate defect evolution at very
short time scales and provide useful information on initial
conditions used for modeling approaches that target long time
evolution. For scales of interest to the materials discussed in this
review, there are two main modeling methods: kinetic Monte
Carlo and rate theory models. While kineticMonte Carlo retains
spatial correlation, all possible events and their rates must be
known in advance. Conversely, rate theory does not retain
spatial correlation but does exhibit predictive capability. Rate
theory models have been used extensively for metallic systems;
however, more development is required for application to oxide
nuclear fuels. Accordingly, our focus in this section is on
reviewing recent work and identifying future opportunities
associated with rate theory models.
Two types of rate theory models exist in the literature to

model point defect and cluster evolution in irradiated oxides.
The first is a simplified model designed to yield the time
evolution of point defects interacting with a mean density of
features such as loops and voids at an average evolving size. The
second, termed cluster dynamics, is one in which the densities of
clusters of all sizes evolve simultaneously with point defects.
These models are briefly reviewed below.

3.3.1. Simple Rate Theory Model of Defect Evolution.
Simple rate theory models consider three processes: point defect
generation by irradiating particles, mutual recombination of
interstitial−vacancy pairs, and defect clustering into dislocation
loops and voids.297,328,469 However, for low-dose proton
irradiation at intermediate temperatures, void nucleation may
be suppressed for kinetic reasons in some oxides (e.g., ThO2),
and loop nucleation dominates because of the relatively higher
mobility of interstitials. A rate theory for such a situation consists
of a set of ordinary differential equations describing the time
rates of changes in the concentrations Ci of various defect
types:328

C
t

G S C C
d
d

i
ij i j= −

(4)

where i and j denote defect types, including interstitial O (Oi),
oxygen vacancy (VO), interstitial metal (Mi), and metal vacancy
(VM) monomers as well as loops (L);G is the generation rate for
monomers and the di-interstitial formation rate for loop
nucleation; and the Sij are rate constants for mutual interactions
between defects, including recombination for each (Oi, VO) and
(Mi, VM) cation pair and di-interstitial formation for two cation
interstitials. These di-interstituals act as the only source of

Figure 21. Comparison of dislocation loop evolution in proton-irradiated CeO2, ThO2, and UO2 obtained using rate theory modeling (solid lines) to
the results of experimental measurements (symbols). The UO2 data were taken from ref 28. The ThO2 data were taken from ref 132. The CeO2 data
were taken from ref 315.
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dislocation loop nucleation. Terms SiL capture absorption of
monomers by loops and contribute to the loop size evolution,328

which is given by
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where RL is the loop radius, b is the magnitude of the Burgers
vector, Ω0 is the volume per atom, and summation over i and j
are indicated using Einstein notation. The rate constants Sij
depend on monomer diffusion coefficients and geometrical
factors that capture the atomic structures of defects. Expressions
for these coefficients can be found in ref 328. Figure 21 compares
the predicted evolutions of the loop diameter and loop density in
proton-irradiated CeO2, ThO2, and UO2

29,315,328 to the results
of experimental measurements. It can be seen that the loop
growth rate and loop concentration are inversely correlated and
are proportional to the mobility of cation interstitials in this
system. Faster cation mobility promotes faster loop growth, but
leads to a lower supersaturated concentration of mono-
mers.470,471 These results indicate that cation interstitial
migration is fastest in CeO2 and slowest in ThO2.
3.3.2. Cluster Dynamics Approach toDefect Evolution.

The formation of extended defects such as dislocation loops and
voids under irradiation results from diffusion and interaction of
vacancies and interstitials produced by atomic displacements.
This dynamic generation and interaction process may be studied
using cluster dynamics (CD), an approach based on chemical
reaction rate theory.472,473 In this approach, the temporal
evolution of the density of defect clusters in size space is
controlled by the emission and absorption of mobile point
defects generated in the collision cascade. The CD approach
assumes a uniform distribution of defect clusters of varying sizes
and considers that the above-mentioned interactions take place
continuously in space and time. CD approaches have been used
extensively in the study of radiation-induced defect generation
and evolution, including spatially dependent approaches that
take into account the local configurations of defects of different
sizes.474−477 However, these spatially correlated approaches
have to date foundwide use inmetallic systems, while mean-field
approaches lacking spatial correlation have been applied more
readily to oxide fuel materials.478−480 In either case, the rate at
which clusters of a specific size accumulate in the material is
obtained as a sum of their generation and depletion rates due to

the absorption and emission of point defects by similar- or
different-sized clusters. This approach has been used extensively
to study defect evolution in materials like Fe,481 stainless
steel,482,483 and Zr484 as a robust multiscale method that takes
input from atomistic simulations and successfully predicts the
evolution of defect densities over extended length and time
scales. In multicomponent systems, the CD framework has been
used to study precipitation kinetics in binary485,486 and
ternary485 alloys.
Irradiation of oxides generates charged point defects of

different species in the displacement cascade. For instance, in
irradiated UO2 the point defects obtained are O self-interstitial
atoms (O-SIAs), U-SIAs, O vacancies, and U vacancies, denoted
with their nominal charge states as Oi

2−, Ui
4+, VO

2+, and VU
4−,

respectively. The point defects can also have non-nominal
charges (e.g., Ui

3+, VU
3−, etc.) depending on the stability of

individual ionic species in the irradiated oxide.401 Tomake a CD
approach tractable, some limits must be placed on the charges
and spectrum of cluster sizes considered. Skorek et al.487 studied
the evolution of fission gas bubbles in UO2 assuming Schottky
defects (i.e., Ui−2Oi and VU−2VO defect complexes are
generated in the cascade rather than isolated SIAs and
vacancies). They further assumed that the Schottky defect
complexes are mobile and hence migrate and agglomerate into
clusters having stoichiometric compositions, preserving the
charge neutrality of the matrix. The clusters trap fission gas
atoms, which are otherwise highly mobile, and impede their rate
of escape to grain boundaries. Although the simplified CD
model was able to predict the experimentally observed release
rate of the fission gas, it did not allow for the matrix to become
hyperstoichiometric under irradiation. Later, Khalil et al.488 used
a more detailed mean-field approach that allowed for
asymmetric (nonstoichiometric) generation of point defects of
different species in the displacement cascade due to their varying
displacement energies and also for the possibility of agglomer-
ation of point defects into clusters having nonstoichiometric
compositions. They defined the cluster composition space
(CCS) for loops, as shown in Figure 22a, by counting the
respective point defects (i.e., Oi

2−, Ui
4+ for SIA loops and

VO
2+, VU

4− for vacancy loops) in the fluorite crystal structure of
UO2. The mesh points in Figure 22a represent all possible defect
compositions, where each point (m, n) indicates a vacancy
cluster with m VU and n VO and can move either horizontally or

Figure 22. (a) CCS for vacancy loops. The blue and brown lines represent the minimum and maximum number of VO that can exist in a cluster with a
given number of VU. The middle green line represents the 2:1 ratio of VO to VU. (b) Time evolution of SIA cluster density. Adapted with permission
from ref 488. Copyright 2017 Elsevier B.V.
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vertically by interaction (absorption or emission) with U and O
defects, respectively. Figure 22b gives the time evolution of SIA
clusters at 800 °C and a dose rate of 9.2 × 10−4 dpa/s, which
shows off-stoichiometric loop growth at higher doses. Vacancy
loops evolve similarly, favoring off-stoichiometric compositions
with larger loop sizes. This modified CD model gives detailed
insight into the wide range of stoichiometries of defect clusters
and their evolution with time. However, a significant source of
error in this model may lie in the assignment of binding energies
for each defect species. These energies are routinely assigned for
defect clusters in pure materials using molecular dynamics,
although in reality these too may change as a function of
stoichiometry.
While the approach described above relies on the input of

defect monomers only, MD simulations of primary radiation
damage in the mixed Th1−xUxO2 oxide system show that small
vacancy and SIA clusters may be produced directly in the
damage cascade.302 Thus, in modified next-generation CD
models for oxides, the production rates of small clusters should
be provided as input parameters, similar to what is done for
monomers. Also, the strict assumption that monomers are the
only mobile species in the general CD model478,488 needs to be
discarded. Instead, the spatial and temporal evolution of loops
and voids driven by the diffusion of small clusters should be
targeted directly. Such a modified CDmodel can be extended to
introduce new terms in the cluster evolution equations that
govern the migration of vacancy and SIA clusters. As reviewed
by Kohnert and co-workers,489 spatially resolved cluster
dynamics has proven to be useful in modeling the evolution of
complex metallic microstructures resulting from defect
diffusion. Indeed, such spatially correlated methods are the
next logical progression for the CD approach applied to oxide
fuel materials.

3.4. Grain Boundaries

Here we first look at microstructure evolution in the presence of
isolated grain boundaries. Characterization of isolated bounda-
ries is a notably easier task than characterization of boundaries in
nanocrystalline materials. Moreover, new experimental tools
have enabled studies that target the impact of isolated
boundaries on thermal transport. These studies of thermal
transport can then be compared with predictions in a one-to-one
fashion. An important goal for materials scientists will be to
translate understanding of isolated boundaries to nanocrystal-
line restructured oxide fuel.
3.4.1. Intrinsic Grain Boundaries. Grain boundaries can

significantly influence microstructure evolution in the environ-
ments in which nuclear fuels operate. In addition to providing
sinks and sources for defects, grain boundaries can accelerate
mass diffusion. Numerous studies have identified accelerated
mass transport pathways along grain boundaries in UO2 for self-
diffusion (i.e., U andO species)490−494 and diffusion of He.495 In
general, grain boundaries in UO2 have a higher concentration of
mobile charge carriers than the bulk, leading to enhanced oxygen
transport along grain boundaries.493 The result is highly
anisotropic ionic diffusion localized along grain boundaries
that is dependent upon the temperature, local structure, and
grain boundary character.493,496

The impact of grain boundary structure in UO2 on
segregation has also been studied with MD simulations.497,498

It was found that high-angle grain boundaries are energetically
favored to accommodate Xe versus low-angle boundaries.
Motivated by this computational study, Valderrama et al.499

investigated segregation of Kr at grain boundaries in ion-
irradiated UO2. It was found that high-angle grain boundaries
contain substantially more Kr than low-angle grain boundaries.
They also found that excess Kr grain boundary segregation leads
to bubble formation. In another study targeting bubble
evolution in Kr-irradiated UO2 during annealing,310 it was
found that the size of intergranular bubbles increased more
rapidly than the size of intragranular ones, and bubble-denuded
zones near grain boundaries formed in all of the annealed
samples at 1000 to 1600 °C. The area density of strong
segregation sites in the high-angle grain boundaries is much
higher than that in the low-angle grain boundaries. The
geometric constraints for intergranular bubbles, which are
restricted to planar surfaces, result in a much smaller spacing
between these large bubbles than between intragranular
bubbles.500 This deviation from a random distribution due to
the cooperative behavior of pre-existing grain boundaries and
mass transport can have a profound impact on thermal transport
properties.501

Computational studies have confirmed that the character of
the grain boundary has a large impact on both intergranular
bubble nucleation and growth. In a study involving the
segregation of Xe to a selected group of grain boundaries in
UO2,

496 it was suggested that the segregation properties of grain
boundaries may result in different nucleation rates for fission gas
bubbles. This was investigated in more detail using random-walk
Monte Carlo simulations,502 which showed that the segregation
energy of a grain boundary has a large impact on its intergranular
bubble nucleation rate. It was also shown that the
interconnection rate of intergranular bubbles depends on the
grain boundary character, since the grain boundary energy
dictates the contact angle of the bubble with the grain
boundary.503

Similarly, grain boundary segregation of dopants in CeO2, as a
model material or fuel cell component, depends on the character
of the grain boundary.504 Li et al.505 used APT to investigate
segregation of Y in doped CeO2. They found that Y segregates at
grain boundaries but is uniformly distributed within the grains.
In a similar study involving Gd-doped CeO2,

506 it was found that
Gd strongly segregates at the grain boundary and within
nanosized domains within the grains. CeO2 accommodates
aliovalent dopants such as Gd and Mn through dopant−defect
complexes. First-principles studies by Dholabhai et al.504

suggested that the arrangement of these complexes at grain
boundaries strongly influences the stability of oxygen vacancies.
However, Sun et al.507 used atomistic simulations to show that
dopant arrangements at a dislocation in CeO2, in concert with
the strain field around the dislocation, can slow oxygen ion
transport along the dislocation. The reduced ionic conductivity
in Gd-doped CeO2 is supported by experimental evidence of
grain boundary segregation of Gd and the formation of
nanosized Gd-rich domains within CeO2 grains, as observed
by laser-assisted APT.506

3.4.2. Restructured Grain Boundaries. The formation of
HBS in commercial reactor fuel was first observed in the late
1950s and early 1960s.508,509 This area of research remained
relatively untouched until the mid-1980s, when researchers
readdressed the subject in response to the industrial trend
toward increasing fuel burnup. This structure, characterized by
the formation of submicrometer-sized grains and micrometer-
sized intergranular fission gas bubbles, forms near the rim of the
fuel pellet where the temperature is relatively low and the
damage accumulation is relatively high. The high damage rate is
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due to the creation of fissile 239Pu caused by resonant absorption
of epithermal neutrons by 238U. In this region, the fission
product concentration and damage levels are significantly higher
than the average values. Originally it was thought that the
formation of the rim structure would negatively impact the
thermal transport, leading to high centerline temperatures and
enhanced fission gas transport.510 In the early 2000s, Spino and
Papaioannou511 speculated that formation of the rim structure
would have a net positive impact on the thermal conductivity by
removing uniformly distributed intragranular defects (point
defects, dislocation loops, and fission products). In 2004, Ronchi
et al.5 provided a systematic study of the impact of HBS on
thermal conductivity using a combination of standard
commercial reactor fuel and fuel samples irradiated in a test
reactor. They found that the formation of HBS has a net
beneficial impact on the thermal conductivity, with an intrinsic
conductivity gain of 6−7% over fuel irradiated at intermediate
temperatures where HBS did not form. Bai et al. used
simulations to show that the likely cause of this thermal
conductivity gain is the reduction in fission gas within the matrix
due to grain boundary segregation.512 There have been several
research efforts aimed at understanding the formation
mechanisms and the impact on physical properties using
samples exposed to neutron irradiation. Comprehensive reviews
of these studies were provided by Rondinella and Wiss6 and
Wiss et al.513

Here we focus on ion irradiation studies aimed at investigating
the mechanisms responsible for the formation of
HBS.510,514−517 There are two broad groups of theories
regarding the formation of HBS.6 The first involves nucleation
and growth at either highly defective sites (e.g., dislocation
tangles) or amorphous regions near fission tracks. The second
involves polygonization, where grains subdivide along dis-
location networks produced by radiation damage. It is generally
thought that nucleation and growth will lead to high-angle grain
boundaries and that polygonization will lead to low-angle grain
boundaries. In an effort to isolate the formation mechanism,
researchers in the 1990s started to investigate dislocation
produced by heavy-ion irradiation. One of the earlier studies
involved Xe irradiation of single-crystal UO2 samples to a dose of
1 × 1017 ions/cm2.510 Rutherford channeling and X-ray
diffraction measurements showed that a fine-grained polycrystal
was formedwith amisalignment of a few degrees between grains.
Another study in support of the polygonization mechanism
involved an investigation of ion tracks in UO2 irradiated with
100 MeV Zr and Xe ions.516 In that study it was argued that
overlapping fission tracks led to the formation of subgrains at
relatively low temperatures. A more recent study using 84 MeV
Xe ion irradiation found that grain polygonization due to
accumulation of radiation-induced dislocations caused the fine
grains to form.518 There are many opportunities for new
research involving ion studies aimed at unraveling the HBS
formation mechanisms. For instance, the role that fission
products play in the formation of HBS could be addressed by the
use of doped samples. Another area that may provide rich
physics involves studies targeting the role of existing grain
boundaries. This is especially interesting in light of a recent
study519 using modern electron microscopy techniques, which
suggested that the formation of low-angle boundaries is initiated
at existing high-angle boundaries.

3.5. Outlook

Irradiation produces a wide range of defects in oxide fuels. A
clear understanding of the role of these defects requires isolating
the individual defects and studying them individually. While
proton irradiation at low temperature can generate point defects
and very small clusters, intermediate-temperature irradiation
can generate loops and point defects. Higher-temperature
annealing, however, can be used to eliminate point defects and
control the size distribution of loops via coarsening. In the
presence of gaseous species such as He, bubbles may also evolve
in specimens that have loops. Thus, a hierarchy of irradiation
experiments can be used to investigate the different defects one
by one for comparison with computational modeling. At high
temperature, unfaulting of Frank loops can occur in proton-
irradiated samples. Since the effects of faulted and unfaulted
loops on thermal transport are quite different because of strain
fields, it is of significance to distinguish loop types and quantify
their sizes and densities and also measure the strain fields around
them. In situ TEM visualization under irradiation could be used
to capture the unfaulting process.
There is a common understanding that a nonequilibrium

point defect concentration is established under an irradiating
particle flux. Most postirradiation measurements are not able to
capture this supersaturated state, as by the time the ex situ
characterization is done a different distribution of point defects
is probed. Evidence for this effect has been demonstrated in
several recent in situ measurements of various properties,
including thermal conductivity,520,521 elastic properties,522−524

vibrational spectra observed using Raman spectroscopy525 and
optical properties.526,527 Similar approaches can be applied to
the material systems considered in this review.
The ongoing efforts to develop in situ PAS techniques that can

be used during ion irradiation would offer great opportunities to
detect the formation of defects at the very early of stages of
irradiation and monitor their evolution to larger clusters and
voids in actinide oxides. PAS can detect atomic-sized vacancies
with a sensitivity of better than 1 ppm, thus providing new
capabilities not attained by in situ TEM. Capabilities for the
indirect measurement of defect concentrations through their
impact on thermophysical properties under ion irradiation are
also rapidly being developed through the use of in situ transient
grating spectroscopy and other laser-based techniques.522,528 As
thermal transport in oxides is impacted by the in situ defect
content, which cannot be predicted from ex situ measurements,
gaining insight into defect concentrations while defect
generation is ongoing is of high priority.
Computational modeling of defects is important to conduct

simultaneously with experiments. Thermodynamic modeling
requires ab initio underpinning, especially in fuels containing U
and Pu. This type of modeling is not only useful in
understanding the dominant defects in the oxide in both the
hypo- and hyperstoichiometric regimes but also important in
understanding and interpreting self-diffusion data for both
cations and anions near thermal equilibrium conditions. Cluster
dynamics modeling, on the other hand, is important in yielding
the cluster size and composition distributions, which are critical
inputs to thermal transport models. While the recent trends in
cluster dynamics of oxides paid attention to the cluster
composition issues, more research in this area is still required
to account for the variability of cluster shapes and the effects of
charge on both the energetics and kinetics of clustering in oxides.
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4. THERMAL CONDUCTIVITY UNDER IRRADIATION

In this section, we review key studies aimed at modeling and
measuring thermal conductivity in the presence of irradiation
defects. From the modeling side, we focus on studies that use
both the Boltzmann transport framework and molecular
dynamics to predict thermal conductivity in UO2, ThO2, and
oxide fuel surrogates, each containing crystalline defects found
in reactor fuels. From the experimental side, we focus on work
that uses ion beams either to directly emulate the multifeature
microstructures found in real fuels or to perform single-effect
studies to isolate individual populations of microstructural
features.304,529 The use of ion beam studies has been
necessitated by the extreme difficulty associated with measuring
the conductivity of reactor-irradiated fuel as well as the challenge
of connecting measurements of conductivity to specific
microstructural features in multifeature systems (e.g., point
defects and defect clusters).530 Moreover, when paired with new
experimental methods for measuring thermal conductivity of
thin damaged layers, ion irradiation experiments can be
conducted rapidly, enabling researchers to probe a large
parameter space of exposure and test conditions. The diagram
shown in Figure 23 exemplifies a diverse set of methods that are
needed to conduct a comprehensive study of phonon transport
in defective crystals.

We begin by discussing the limitations of current fuel
performance codes and highlighting the promise of advanced
codes currently under development, with an emphasis on
thermal conductivity. We then discuss recent experimental
efforts that have enabled measurements of thermal conductivity
on length scales commensurate with damage accumulation
associated with ion irradiation. This is followed by a discussion
of atomistic and atomistically informed models of thermal
transport in the presence of irradiation-induced microstructure.
We end this section by reviewing recent work directed at
comparing model predictions to experimental measurements of
thermal conductivity in defective single crystals of ThO2, UO2,
and surrogate oxides.
4.1. Fuel Performance Codes and Thermal Conductivity

The safe and efficient operation of commercial nuclear reactors
relies on analysis provided by fuel performance codes.531−533

The temperature distribution within the fuel, governed by the
fuel thermal conductivity, plays a central role in fuel perform-
ance. Fuel performance codes must consider thermal con-
ductivity as a time- and space-dependent property that changes
dynamically during operation because of fission damage, the
buildup of fission gases, and a myriad of other parameters.5

Current light-water reactor fuel performance codes based on
UO2, such as FRAPCON,531 TRANSURANUS,532 and more
recently BISON,534,535 rely on empirical correlations between
conductivity, burnup, and temperature.5,9 Within these codes,
the fuel thermal conductivity, κ, is modeled using a simple
expression derived from the kinetic theory of gases that
approximates a broad phonon spectrum by a narrow phonon
band:536,537

A BT
1κ =

+ (6)

In eq 6,A captures any conductivity reduction due to defects and
B parametrizes the intrinsic conductivity. Fuel performance
codes use the functional form of eq 6 to define the thermal
conductivity of the fuel by defining A and B as functions of fuel
burnup and irradiation temperature.5 In particular, A can be
represented as A = A0 + ∑ixiAi′, where the summation is over
defects i, xi is the concentration of defect i, Ai′ is the scattering
parameter for defect i, and A0 is the residual value for a pristine
material.25,530 Recommended values of A0 and B for pristine
samples of UO2, ThO2, and CeO2 are summarized in Table 1,

and representative conductivity profiles as functions of temper-
ature are shown in Figure 24. The simplified formulation and
minor variations thereof have been used to describe the thermal
conductivity of fresh and irradiated UO2 fuel,538,539 mixed
uranium−plutonium dioxide (MOX) fuel,540−542 and rare-
earth-doped UO2.

543
Figure 23. Illustration of the methods discussed in this section.
Modulated thermal reflectance is used to extract the thermal
conductivity of the thin damage layer caused by ion irradiation.
Various levels of solutions to the Boltzmann transport equation for
phonons are then compared to measured conductivity values.

Table 1. Parameters for High-Temperature Conductivity of
Pristine Fluorite Oxides

material ref B [m/W] A0 [m·K/W]

UO2 544 2.165 × 10−4 0.0375
ThO2 545 2.25 × 10−4 4.2 × 10−4

CeO2 407 1.89 × 10−4 7.84 × 10−4

Figure 24. High-temperature thermal conductivity of selected fluorite
oxides. Solid lines are values predicted using eq 6, and the open symbols
are data taken from the literature. The CeO2 data (model and
experiment) were taken from ref 407. The UO2 experimental data were
taken from ref 551. The ThO2 model data were taken from ref 545. The
UO2 model data were taken from ref 544. The ThO2 experimental data
were taken from ref 154.
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In these fuel performance codes, the temperature distribution
is used to predict important physical properties that impact fuel
performance, including the behavior of fission products,
swelling, creep, and the release of fission gases.533 However,
the approximate treatment of thermal conductivity leads to
increased uncertainty546 and correspondingly to larger safety
margins. Thus, microstructure-based fuel performance codes
will be required to expand the application of these codes to
higher burnups and/or alternative fuel utilization schemes
proposed by new reactor concepts.547

In the 1990s, researchers started to develop more advanced
mechanistic descriptions of the thermal conductivity of UO2.
One of the more notable studies530 used measurements on
simulated fuel (SIMFUEL) to extract the impact of dissolved
fission products and large fission gas bubbles on thermal
conductivity. Recently, several effective-medium models have
been developed to capture the impact of large intergranular
fission gas bubbles on the fuel thermal conductivity.26,501,548

General models that predict the impact of randomly distributed
bubbles on the thermal conductivity, such as the Maxwell−
Eucken equation,549 do not accurately describe the impact of the
intergranular gas bubbles because they are not randomly
distributed; they are aligned on grain boundaries, which also
provide some thermal resistance.501 Initial models were
developed by fitting to mesoscale finite-element-method
predictions of the thermal conductivity.501,548 Later, a model
was developed that represented the impact of the grain
boundary and intergranular bubbles on the fuel thermal
conductivity using a network of thermal resistors and predicted
an effective thermal resistance of the grain boundary as a
function of the fraction of the grain boundary area that was
covered by gas bubbles.26 A later sensitivity analysis showed that
the thermal resistor model did not demonstrate the same
sensitivities to the average bubble radius as a mesoscale finite-
elementmodel,550 indicating that it may be an oversimplification
of the heat transport through fuel with intergranular fission gas
bubbles.
Most of the effective-medium modeling approaches have

focused on fission gas bubbles, which are typically large in
comparison with the wavelength of the phonons responsible for
transporting thermal energy. However, it has been recognized
for some time that smaller radiation-induced defects such as
dislocation loops and sub-TEM-resolution defect clusters
contribute significantly to a reduction in thermal conductivity.
Until recently, the impact of smaller defects has been neglected,
as they are more difficult to characterize and require a more
detailed accounting of phonon structure.29,66,315,552−555

4.2. Experimental Measurement of Thermal Conductivity

While our focus here is onmeasuring the thermal conductivity of
fuel surrogates, it is important contextually to mention the large
amount of work that has been devoted to measuring the thermal
conductivity of reactor fuel. Since the early 2000s, researchers
primarily in Europe and Japan have sought to investigate thermal
conductivity in real fuel specimens that have been reinstru-
mented with thermocouples and tested in research reactors.
These studies illustrate the challenge of truly understanding
thermal transport in nuclear fuel under irradiation. Most of the
studies performed used two measurements of temperature (fuel
centerline and cladding temperature) along with estimates of the
magnitude and distribution of the heat source to extract
information on the average thermal conductivity of the fuel
across the pellet radius.

With these tools, irradiation effects have been measured
directly on neutron-exposed samples8,543 and on simulation fuel,
where the irradiation-induced microstructure was emulated
through addition of fission products556,557 and porosity
controlled via conventional ceramic processing methods.558−561

Outside of reactor environments, the thermal conductivities of
fresh fuels and their surrogates have been measured extensively
using laser flash methods,407,551,558−560,562,563 direct heat-flow
conductivity measurements,179,180 and recently with femto-
second and continuous-wave (CW) laser-based ap-
proaches.320,564 In the following, we review several efforts used
to understand thermal conductivity specifically in ion-irradiated
fuel and surrogate materials, with a special emphasis on recent
efforts targeting single-effect studies employing ion beam
irradiation.
In the past decade, to overcome challenges associated with the

small damage volumes created by ion beam irradiation, several
pump−probe optical techniques relying on photothermal
material excitation have been developed. A brief description of
the three that have been utilized most frequentlytransient
grating spectroscopy (TGS), time-domain thermoreflectance
(TDTR), and modulated thermoreflectance (MTR)is
provided here. For each of these methods, the key parameter
that must be matched to the ion irradiation conditions is the
thermal wave penetration depth, Lth. Importantly, the range of
Lth values available through these methods spans from ∼0.5 to
∼30 μm. This length scale is commensurate with the damage
profile associated with ion irradiation. Schematics of each of
these methods at the sample surface are shown in Figure 25.

These methods are nondestructive, allowing the thermal
transport characteristics to be captured while leaving as-
irradiated material available for detailed microstructure
characterization when necessary.
TGS utilizes periodic laser excitation generated by crossing

two laser pulses from the same source, with the fringe pattern
spacing determined by the optical geometry. The resulting
periodic thermal and elastic excitation is monitored by the
diffraction of a CW probe from the sample.565 The resulting
thermal wave penetration is commonly given as Lth = Λ/π,
where Λ is the fringe spacing projected onto the sample

Figure 25. Schematics of the TGS, TDTR, and MTR optical
geometries at the sample surface. For each case, the irradiated layer
thicknesses and corresponding thermal wave depths are given as
examples of those used in the literature and do not describe an
exhaustive range.
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surface.566 The most detailed work to date using TGS to study
thermal transport in ion-irradiated materials has focused on
metals irradiated with both light and heavy ions.566,567 In situ ion
irradiation capabilities with concurrent TGS property monitor-
ing have also recently been developed.522,564

The TDTR methodology most often relies on a train of
ultrafast laser pulses that are split into pump and probe beam
paths.406,568 The pump injects high-frequency thermal waves
into the sample, and the probe measures the evolution of the
temperature field by monitoring small changes in temperature-
induced optical reflectivity (thermoreflectance). The simplest
form for the thermal wave penetration for the TDTR geometry

is given as D f/( )π , where D is the diffusivity of the substrate
and f is the pump modulation frequency.406,569 TDTR has been
used to study a variety of ion-irradiated materials, including
nuclear fuel,570 nuclear fuel cladding,571 silicon carbide,572

metallic multilayers,571 silicon,571,573 sapphire,574 and dia-
mond,575 across orders of magnitude in thermal conductivity.
MTR, also called spatial domain or beam-offset thermore-

flectance,576−581 has been used in the majority of studies of ion-
irradiated actinide oxides and their surrogates. MTR utilizes
modulated CW lasers to inject thermal waves into a sample
under investigation. Pump and probe beams generated through
either free-space or fiber-coupled CW lasers are focused onto a
sample of interest coated with a transducer film.529 The spatial
extent of the thermal wave is measured by scanning either the
pump or the probe along the surface of the sample.578,582 In this
geometry, Lth is again controlled by the applied modulation
frequency of the pump and given by the same expression as
shown above for TDTR. MTR has also been applied to a variety
of materials following ion irradiation, including silicon,583

sapphire,584 fuel cladding alloys,585 and a variety of oxide
nuclear fuels and surrogates, including UO2,

586 CeO2,
315 and

ThO2.
29 Recent work has focused on measurements of defect-

bearing oxides at cryogenic temperatures in order to
discriminate among phonon scattering resulting from multiple
types of defects.132

Experimental studies focusing on thermal transport in ion-
irradiated oxide nuclear fuels and surrogates have found the
most success to date using MTR. Of these methods, MTR has
the combination of highest spatial resolutionusing spot sizes
on the order of 1−2 μmand highest sensitivity to low-
conductivity materials. Both of these features are key for
interrogation of actinide oxide fuels, as detailed surface
preparation is often challenging because of material handling
constraints, leaving surfaces to bemeasured that are not optically
smooth over hundreds of micrometerss. MTR also retains
theoretical sensitivity to both in-plane and cross-plane thermal
transport relative to the free surface,584 which is useful for
systems such as UO2 where intrinsic or imposed thermal
anisotropy has been identified.180 In contrast, the other methods
described retain primary sensitivity to only a single direction of
transport (TGS, in-plane; TDTR, cross-plane). MTR has a final
advantage of requiring simple, compact CW laser sources. This
has allowed MTR to be deployed in complex physical
environments such as a highly radioactive glovebox for the
direct study of spent nuclear fuel.587

Example MTR-measured values of thermal conductivity
reduction in ion-irradiated UO2, CeO2, and ThO2 are shown
in Figure 26.29,297,315,320,586 Amajor trend evident in Figure 26 is
the inverse correlation between irradiation temperature and
thermal conductivity reduction; as the irradiation temperature

increases, more conductivity is retained in these fluorite
materials. Irradiations performed at lower temperatures cause
degradation of the thermal conductivity primarily due to point
defects (vacancies, interstitials, and charged defects).29 With
increasing irradiation temperature, point defects become more
mobile and mutually recombine at higher rates. This
recombination results in a lower density of point defects even
at higher irradiation doses. In parallel, however, at higher
temperatures the increased point defect mobility also allows
dislocation loops to nucleate and grow; these loops tend to
dominate the microstructure of fluorite oxides irradiated at
elevated temperatures.29,297,315 A qualitative investigation of
data in Figure 26 suggests that dislocation loops contribute to
the observed conductivity reduction for irradiations at 600 °C
and higher.
4.3. Boltzmann Transport Framework

In this section, we review efforts to model thermal transport in
actinide fuels and surrogate oxides using the Boltzmann
transport equation. Our discussion of Boltzmann transport
applied to oxide fuels and surrogates considers only the
relaxation time approximation, as it is best suited for treating
thermal transport in crystals containing a range of defects from
point defects to extended defect clusters. We first discuss
phonon scattering by both intrinsic three-phonon processes and
defects, as the cross sections defined for these processes can be
used for any level of approximation. Within the RTA formalism,
individual phonon scattering mechanisms are treated independ-
ently and added together using Matthiesen’s rule defined
previously in eq 3. We pay close attention to the form of the
cross section for point defects, as this model has been used
frequently to gauge the impact of irradiation on the thermal
conductivity in oxide fuels. This is followed by a short discussion
of early work aimed at simple analytical solutions to the RTA.
We end this section by discussing the single-mode relaxation
time (SMRT) approximation, which more accurately captures
the phonon structure.

4.3.1. Phonon Scattering. The three-phonon scattering
processes shown in Figure 4 provide an intrinsic limitation to
phonons’ ability to conduct heat in anharmonic crystals. They
are considered as perturbations to a harmonic oscillation
resulting in finite phonon lifetimes. As a result, the three-phonon
interactions shown in Figure 4a can be represented by588

Figure 26. Summary of thermal conductivity measurements on ion-
irradiated fluorites. ForTirr/Tm< 0.2, the microstructure is point-defect-
dominated, whereas for Tirr/Tm > 0.3 it is loop-dominated (Tirr/Tm is
the ratio of the irradiation temperature to the melting temperature).
The 200 °C UO2 data were taken from ref 320. The 300 °C UO2 data
were taken from ref 586. The CeO2 data were taken from ref 315. The
ThO2 data were taken from ref 29. The 600 °C CeO2 data were taken
from ref 297.

Chemical Reviews pubs.acs.org/CR Review

https://doi.org/10.1021/acs.chemrev.1c00262
Chem. Rev. 2022, 122, 3711−3762

3737

https://pubs.acs.org/doi/10.1021/acs.chemrev.1c00262?fig=fig26&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.1c00262?fig=fig26&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.1c00262?fig=fig26&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.1c00262?fig=fig26&ref=pdf
pubs.acs.org/CR?ref=pdf
https://doi.org/10.1021/acs.chemrev.1c00262?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


P N sq( , )s sq q,anh
1 (anh)

3τ ω=−
(7)

where Pqs
(anh) is the average anharmonicity parameter and

N3(qs,ω) is the occupation-weighted density of states that
captures the three-phonon scattering phase space, satisfying
energy and momentum conservation laws.
Defects act as phonon scattering centers, reducing the phonon

lifetimes and mean free paths. Scattering by the core of the
defect is due to the atomic mass mismatch and changes in the
interatomic force constants. Additionally, defects introduce a
strain field that scatters phonons through anharmonic
interactions. The general form for the rate of scattering due to
phonon interactions with the defect, as depicted in Figure 4b,
can be written in a form similar to eq 7:

V D q( , )s sq q,def
1 (def)

2τ ω=−
(8)

where Vqs
(def) is the defect-induced perturbation to the

interatomic potential energy and D2(q,ω) is the density of
states that captures phonon-defect-scattering phase space.536 In
the Debye approximation, this perturbation may be carried out
to define simple functional forms for defect scattering rates for
various types of defects. These are listed in Table 2.

It should be noted that the exponent of the frequency in core
scattering scales with the defect dimensionality, which is
determined by the density of available states into which a
phonon can scatter subject to applicable conservation laws,
including energy and the tangential component of the
momentum under the assumption that specular reflection
occurs.30 Larger-scale defects, including grain boundaries, large
voids and bubbles, precipitates, and macroscale porosity, are
most frequently taken into account using effective-medium
approaches.26,530 Phonon interactions with point defects require
a defect-type-dependent scattering cross section to be defined.
For point defects specifically, the perturbation of the local

potential has several components, including changes in atomic
mass, force constant, and strain field surrounding the defect.
Using second-order perturbation theory, Klemens derived a
general expression for a “scattering parameter” or “scattering

strength” for phonon−point defect interactions, Γ, in terms of

the mass difference of lattice points (ΔM), the harmonic force

constant difference (ΔK), and the elastic strain scattering due to

the atomic radius change (ΔR)30 (Figure 27). This parameter Γ
is given by
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where ni is the fractional concentration of the ith defect type, γ is
the Grüneisen anharmonicity parameter, and Q approximates
the number of distorted nearest-neighbor bonds surrounding
the point defect (3.2 for substitutional defects and 4.2 for
vacancies in the fluorite oxide lattice). However, for significant
densities of point defects, the permutations of defect
configurations within a unit cell must be taken into
account.407,558,595 Furthermore, Klemens’ original formula
assumes a single atom per unit cell, and the treatment of
compoundmaterials requires further consideration. Gurunathan
et al. provided a detailed description of this and showed that a
refined version of Klemens’ general formulationmay still be used
with careful accounting of the average unit cell mass around
defects of different types.596,597

4.3.2. Klemens−Callaway−Debye Approximation.
One convenient approximation to the BTE approach is a
method generally called the Klemens−Callaway method
(KCM),536,598 which approximates phonon branches by a
simple Debye model. This allows the summation over q space to
be replaced by an integral over frequency, ω, where the
scattering rates are also expressed in terms of frequencies. In the
KCM, the thermal conductivity is defined as

C T v D( , ) ( ) ( ) d
0

s
2 1D∫κ ω τ ω ω ω=

ω
−

(10)

where D(ω) = 3Nω2/V0ωD
3 is the Debye density of states; ωD

3

= 6π2vs
3N/V0 defines the Debye frequency; C(ω, T) is the

specific heat defined in terms of the Planck distribution, given by

Table 2. Rates of Phonon Scattering with Various Defectsa
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2 i
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K
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2
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are the point-defect core

and strain field scattering cross sections, respectively, for that species;
Nd is the dislocation line density; Nf is the stacking fault density; Np
and Rp are the platelet density and radius, respectively; and Nv and Rv
are the spherical void density and radius, respectively. It should be
noted that technically the first term in Ss

2 can be treated as a part of
core scattering.

Figure 27. Schematic illustrating changes in mass, force constant, and
atomic radius resulting from a point defect present in a crystal lattice.
Each change is modeled by Klemens’ expression for the scattering
strength or scattering cross section for phonon−point defect scattering
(eq 9).30
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C T( , ) N T
T

( , )0

ω ω= ℏ ω∂
∂ , and N is the number of atoms per

primitive cell (for fluorite oxides, N = 3). Other parameters are
defined, and their values for UO2, ThO2, and CeO2 are listed in
Table 3. Phonon scattering rates are calculated using

perturbation theory under the assumption that all phonons are
represented by a single band. In this approximation, the three-
phonon scattering rate is given by τ3ph

−1 (T,ω) = BTω2 exp(−TD/
3T), where B is fit from experimental data.32

If only point defects are considered in the high-temperature
limit, such that they and intrinsic three-phonon scattering are
the sole scattering mechanisms present, then eq 10 can be
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where κi is the intrinsic conductivity in the absence of defects,
given by
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Here, the correction due to defects is
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where Γ is computed using eq 9. These analytical forms are
useful comparison tools for estimating contributions from
individual microstructural features, but more care in accounting
for all of the contributions to phonon−defect scattering must
normally be taken when the results of a computation are
compared to measured thermal conductivity values.
4.3.3. Single-Mode Relaxation Time Approximation.

The simple nature of eq 6 as used in performance codes makes it
practical for engineering applications. However, its validity is
limited to high temperatures where phonon−phonon scattering
dominates. The KCM approach described above is a first step in
making more accurate calculations of low-temperature thermal
conductivity. However, the Debye approximation is known to
underrepresent the role of phonons with long mean free paths,
requiring a more accurate representation of phonons across the
Brillouin zone.42,599 As discussed in section 1, numerous
phonon modes exist in crystalline solids, each having its own
vibrational frequency, velocity, and lifetime. All of these details
influence the thermal conductivity of a given material.536,600,601

Different approaches for calculating thermal conductivity using
first principles in defect-free systems were reviewed in section 2.
Since it is computationally expensive to follow similar methods

for systems having nontrivial defects, we consider here several
levels of simplification that bring both intrinsic anharmonic and
defect perturbations to similar levels of complexity.
A simplification in the calculation of the three-phonon

scattering phase may be made on the basis of the SMRT
approximation,600 in which the scattering phase space term in eq
8 retains exact phonon dispersion, but the anharmonic
interaction term is represented by a single Grüneisen parameter.
This method is especially useful for systems like UO2, where the
accuracy of current DFT methods is questionable.27,602 While
dispersion curves can be validated by neutron scattering
experiments, the data on three-phonon scattering are limited.
This approach has been applied recently to ThO2

555 to predict
bulk single-crystal thermal conductivity in comparison to
measured values.179 Figure 28 compares some of the notable
results from previous studies that considered the thermal
conductivity of ThO2.

The associated phonon−point defect scattering rate of a
phonon with wavenumber q and polarization s, accounting for
the actual dispersion curves, can be written in terms of the
scattering parameter as596

V
v v4qs

qs qs
PD,

1 0

p, g,
2

4τ
π

ω=
Γ−

(14)

where vp,qs is the phonon phase velocity. In the Debye limit, this
form reduces to that listed in Table 2 for point defects. Equation
14 takes into account the dispersive nature of the phonon and
distinguishes between phonon group velocity (vg) and phase
velocity (vp). The expansion of phonon scattering rates in Table
2 to SMRT requires recasting them into a form that accounts for
differences between vp and vg. Using dispersion curves fit to
inelastic neutron scattering data,50 Deskins et al.555 imple-
mented the SMRT approximation in the case of uranium
substitutional defects in ThO2 and compared the resulting
temperature dependence of the thermal conductivity to
measured values604 and those from MD simulations603 (Figure
29). This comparison shows that in these fluorite oxide systems,
making the SMRT approximation still produces a reasonable
description of the thermal conductivity in defect-bearing
systems across a wide temperature range through the BTE. As

Table 3. Parameters for Calculation of Thermal Conductivity
Following the KCM Approach

property UO2
320 ThO2

179 CeO2
407

velocity, vs (m/s) 2644 3145 3270
unit cell volume, V0 (A

3) 163.6 175.2 159.2
Debye frequency, ωD (THz) 43 50.2 53.8
Debye temperature, TD (K) 328 381 409
B (10−18 s/K) 1.6 1.2 1.2
Grüneisen parameter, γ 1.8 − 2.5

Figure 28. Comparison of different methods for calculation of thermal
conductivity in ThO2: SMRT results by Deskins et al.555 (red curve)
and bulk ThO2; NEMD results by Cooper et al.603 (dotted line); BTE-
DFT results by Malakkal et al.154 (green dashed line) and Jin et al.152

(blue dashed line). The black circles and cyan diamonds are
experimental results for 96.7 TD ThO2 single crystals by Mann et
al.179 and polycrystalline ThO2 by Malakkal et al.,154 respectively.
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more accurate first-principles treatments of thermal transport in
UO2 become available, researchers will be able to revisit
assumptions regarding lattice anharmonicity and phonon−
defect scattering that are tied to the SMRT approximation.
However, the Boltzmann framework, at any level of

approximation discussed here, typically considers only three-
phonon processes (cubic phonon interactions) and may be
inadequate to describe phonon thermal transport at high
temperatures, where four-phonon scattering can become
significant.123,605 An additional limitation of the standard
implementation of the BTE at higher temperatures may arise
from the fact that materials undergo thermal expansion, resulting
in phonon softening. A detailed accounting for this effect would
require recalculation of phonon dispersion and relevant
anharmonic terms as a function of temperature. Nevertheless,
while these higher-order effects are important to the broader
community, they do not come into play for work reviewed in this
section for two reasons. First, in an effort to isolate the role of
defects, experiments are typically carried out at room temper-
ature and below to reduce the obscuring influence of phonon−
phonon interactions. Second, measurements on ion-irradiated
material at elevated temperature introduce significant compli-
cations due to kinetic defect processes such as recombination
and agglomeration.
4.4. Molecular Dynamics Simulations of Thermal
Conductivity

Molecular dynamics simulations offer an alternative way of
calculating thermal conductivity in lattices where defects and
other features can be directly specified. It can be applied to
defective structures and captures higher-order anharmonic
effects, which are too computationally expensive to be
implemented within the BTE. The application of additional
postprocessing can reveal detailed mechanisms of phonon
scattering.
4.4.1. Bulk Thermal Conductivity. Classical MD involves

solving Newton’s equations of motion to determine the
trajectories of atoms within a crystal lattice.606 To approximate
an infinite lattice, a structure of many thousands of atoms can be
replicated periodically in all dimensions, creating a supercell.
The behavior of the system is dictated by the description of
interatomic forces using an empirical interatomic potential
derived by fitting to experimental material properties or to forces

calculated from DFT. During MD simulations, thermal
transport within such an ensemble can be evaluated using either
the nonequilibrium MD (NEMD) method or the Green−Kubo
equilibrium method.607

During NEMD, the system is driven out of its equilibrated
state by application of a heat flux (Figure 30), which creates a

thermal gradient,608 or by application of a thermal gradient,
which creates a heat flux.609 In either case, after a certain amount
of time the systemwill reach a steady state in which the heat flux,
q, and thermal gradient, dT/dx, become constant, and the
thermal conductivity is defined by Fourier’s law:

T
x

q
d
d

κ=
(15)

Finite-size effects arise because the separation of the hot and
cold regions is shorter than the phonon mean free path.609−611

In NEMD, the true bulk thermal conductivity, κ∞, must be
extrapolated from the following relationship: κ−1 = ALx

−1 +
κ∞

−1, where κ is the thermal conductivity of the system with
supercell length Lx.
The Green−Kubo method is carried out on a system in its

equilibrium state, whereby the system is held at constant
temperature. The thermal conductivity is determined from the
ensemble average of the heat current autocorrelation function,
⟨J(0)·J(t)⟩:

V
k T

t tJ J
3

(0) ( ) d
B

2 0
∫κ = ⟨ · ⟩

∞

(16)

where V is the volume of the system, T is the absolute
temperature, and kB is the Boltzmann constant. For long
simulation times, J(t) becomes uncorrelated with respect to
J(0), such that ⟨J(0)·J(t)⟩ tends to zero, enabling convergence
of κ. A benefit of the Green−Kubo method is that finite-size
effects appear to be less severe than for the NEMD method;
however, long simulation times are required, and the force on an
atom due to each of its neighbors must be precisely defined,
which is not trivial for many-body empirical potentials.607,611

Inherent to both methods are uncertainties regarding the
choice of empirical potential and its ability to describe thermal
transport in the system being studied. Commonly, pairwise
empirical potential forms have been employed for oxides,
whereby the interaction energies of U−U, U−O, and O−O
atom pairs are independent of the positions of other atoms in the

Figure 29. Reduction of thermal conductivity presented by Deskins et
al. (solid lines) compared to experimental and MD results for ThO2
containing 20% uranium substitutional defects. Each value is
normalized by the respective value for pure ThO2 at 300 K from each
study. Adapted with permission from ref 555. Copyright 2021 AIP
Publishing.

Figure 30. Schematic of the NEMD method, whereby a UO2 supercell
with a large aspect ratio is used. A heat flux is applied, which causes a
thermal gradient. This in turn causes a resultant heat flux. At steady
state, the applied heat flux and the resultant heat flux are equal and
opposite.
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system. The total system energy is given by a sum over all of the
pairwise interactions. Typically, a pair potential consists of long-
range Coulomb and short-range interactions. Often partial ionic
charges are used, meaning that the degree of ionicity can be used
as a fitting parameter. However, the majority of the fitting
parameters are still contained within the short-range inter-
actions. Most UO2 potentials use a Buckingham form612 to
describe the repulsive force due to the Pauli exclusion principle
and intermediate-range dispersive forces due to van der Waals
interactions. Additionally, a Morse potential613 can be included
to capture a degree of covalency in UO2, as in the Basak

614 and
Yakub615 potentials. Several UO2 potentials, such as the
Morelon616 and Jackson617 potentials, utilize the four-range
formulation of the Buckingham potential, which retains the
exponential description of forces at short ranges and the
dispersive term at longer distances and uses splines near the
potential minima. This approach avoids the unphysical energies
at short ranges due to the asymptotic nature of the r−6 dispersion
term. A number of potentials account for ionic polarizability
using the shell model, representing a deviation from a strictly
pairwise description that enables the dielectric constant and the
Cauchy violation in the elastic constants to be reproduced.618

More recently, Cooper, Rusthon, and Grimes (CRG) extended
a Coulombic−Buckingham−Morse pair potential form to
include many-body interactions through the embedded atom
method (EAM), allowing the temperature dependence of the
bulk modulus to be captured, and this was also later
demonstrated by Soulie et al.619 for the Sattonay potential.620

The Sattonnay and Li621 potentials moved beyond a rigid-ion
model to include charge transfer between atoms. A number of
detailed studies602,618,622−625 have compared the properties of
contemporary potentials to expertimental or DFT data, such as
thermal expansion, mechanical properties, and defect energies.
The ability of a potential to capture such properties is the
primary metric used to evaluate the quality of the potential.
Frequently, however, empirical potentials are not fit to the

phonon properties of a material, and the ability of a potential to
accurately describe thermal transport must be rigorously
validated. Notably, classical MD struggles to reproduce the
low thermal conductivity of UO2, particulary at low temper-
atures,602,626−629 whereas MD potentials tend to perform better
for ThO2.

154,630,631 It has been suggested that this is due to
spin−phonon resonance associated with low-lying f electron
states in UO2 that cannot be included directly in classical MD.

However, the Klemens−Callaway model accounts for this,
greatly improving the comparison between MD and experi-
ment.25,26,180 Chernatynskiy et al. applied a non-MD lattice
dynamics approach and found that several potentials performed
reasonably well for UO2; they suggested an anharmonic
correction to improve the results.632

Recently, the CRG potential was rigorously assessed for
accurate predictions of phonon dispersion, lifetime, and branch-
specific conductivity for UO2 and ThO2.

152 It was found that the
CRG potential captures the dispersion of the acoustic branches
well but exhibits significant discrepancies for the optical
branches, leading to an overestimate of the phonon lifetime
and conductivity for both materials. Similarly, it has been found
that several UO2 potentials accurately capture the dispersion of
the acoustic branches but that inaccuracies in the optical
branches result in a poor description of thermal properties.602

These findings suggest that the empirical potential needs to be
further optimized for robust prediction of thermal conductivity
both in perfect crystals and in the presence of complex defects.
Moreover, the methods discussed here are suitable only for
modeling classical thermal transport due to phonons and do not
address polaron contributions (which can be significant at high
temperatures in semiconductors like UO2

633) or spin−phonon
resonance processes.

4.4.2. Point-Defect Scattering Using Molecular Dy-
namics. Thermal transport in defective crystals can be
addressed using the same methods as outlined above. First,
the defect-free lattice thermal conductivity should be
determined as a baseline. Subsequently, defects can be
introduced to the system by adding new atoms at interstitial
sites, removing atoms to create vacancies, or substituting one
atom for another to create impurity defects.25,627,634−636 The
now-defective system is then allowed to equilibrate before the
thermal conductivity assessment of the system is repeated,
taking care to treat finite-size effects. This process can be
repeated with varying defect concentrations. The phonon
thermal conductivity calculated as a function of concentration
can be fitted with either the simple model represented by eq 6 or
the Klemens−Callaway model to determine the effective
phonon scattering cross section for each defect or defect
group.25,28

Broadly speaking, impurity defects have a lesser impact on the
thermal conductivity than interstitials and vacancies, and among
the fission products, Xe has the most significant impact on the

Figure 31. (a) Thermal conductivity of UO2 containing 5 wt % Gd calculated using NEMD by Qin et al. Each data set corresponds to a different
charge-compensating mechanism, as shown by (b) the schematic of atomic configurations. Adapted with permission from ref 635. Copyright 2020
Elsevier B.V.
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thermal conductivity of UO2.
25,26,555 An additional complexity

for ionic materials is the fact that scattering due to charge-
compensating defects must also be considered. For example,
Figure 31 shows the significant impact of a particular charge-
compensating mechanism on the thermal conductivity of UO2
dopedwith 5 wt%Gd.635 If U5+ substituted at U4+ sites is used to
compensate for Gd impurities, the thermal conductivity is
significantly higher than if oxygen vacancies (VO) are used,
despite the lower concentration of VO needed to charge-
compensate 5 wt % Gd. By reducing the number of phonon
scattering centers, binding increases the thermal conductivity
with respect to a random distribution of defects. This
demonstrates the complexity that must be considered for all
defects in oxide nuclear fuels, be they formed by fission product
accommodation, irradiation damage, or varying off-stoichiom-
etry. Understanding the scattering due to individual point
defects allows the coupling of phenomena such as fission gas
behavior or radiation damage to thermal conductivity
models.26,28 Finally, phonon thermal conductivities calculated
using either the NEMD or Green−Kubo method can be fitted
with either the simple model represented by eq 6 or the
Klemens−Callaway model to determine the effective phonon
scattering cross section for each case.25,28

4.4.3. ExtendedDefects.MD simulations can be employed
to simulate the impact of extended defects (e.g., dislocations,
grain boundaries, voids, and bubbles) on phonon-mediated
thermal conductivity. For example, the reduction in thermal
conductivity of UO2 for several concentrations of edge
dislocations has been predicted to develop an analytical form
suitable for use in a fuel performance code.637 The impact of
grain boundaries on UO2 thermal conductivity has also been
estimated and extrapolated fromMD simulations, revealing only
a small impact for micrometer-sized grains (as are typically
present in fresh fuel).638−641 However, because grain boundaries
serve as sinks for point defects, it is expected that the
impediment to thermal transport caused by grain boundaries
will increase under irradiation.407,552 MD simulations have been
used to investigate the degradation of thermal conductivity due
to porosity553 and the accumulation of fission gas (Xe)642 or
decay gas (He)643 into bubbles. As expected, increased porosity
reduces the thermal conductivity; however, Chen et al.642 and
Lee et al.643 both showed a decrease in thermal conductivity as
the voids were filled with Xe and He, respectively. For He this
was attributed to the resolution of He into the lattice, whereas
resolution did not occur for Xe and the decrease was attributed
to UO2 atom distortion at the bubble−UO2 interface.
Nonetheless, Tonks et al. demonstrated that the thermal
conductivity degradation due to dispersed gas in the lattice
greatly outweighs that of gas in the bubbles.26

4.5. Impact of Grain Boundaries and Porosity

While the impact of atomistic-level defects is best captured using
RTA, the effect of multiple grain boundaries on phonon thermal
conductivity is better captured using effective-medium approx-
imations. The impact of grain boundaries on the thermal
conductivity may be represented using a series resistance model:

R
d

1 1

e 0

GB

κ κ
= +

(17)

where the effective thermal conductivity, κe, is a function of the
single-crystal conductivity, κ0, the average grain size, d, and the
grain boundary interfacial thermal (or Kapitza) resistance RGB.
At low temperatures, where the Debye model serves as a good

approximation for the density of states, the acoustic mismatch
model and the diffusivemismatchmodel have been developed to
explain the temperature drop across boundaries.644 Unfortu-
nately, neither model provides good predictive capability across
a wide range of grain boundary types. These failures result from
interface scattering processes, which depend sensitively on the
atomic structure and are difficult to treat in analytical models.
Recent studies have used molecular dynamics552,645 to under-
stand the impact of atomic structure on thermal transport across
grain boundaries. One of the first studies involving UO2 was
performed by Watanabe and co-workers.552 Their results
demonstrated that the calculated value of the grain boundary
resistance depends strongly on the choice of interatomic
potential. A more recent molecular dynamics study645 that
considered larger grain sizes reported Kapitza resistances that
were 50% smaller than those reported by Watanabe. It was
suggested that this difference is due to the polycrystalline
averaging scheme employed by Watanabe.
Corrections to the thermal conductivity resulting from

volumetric porosity have also been taken into account by
including a correction factor:

f p T( , )p eκ κ= (18)

using the Loeb expression or the Maxwell−Eucken formula,
each of which accounts for fractional volume of porosity, shape
factor, and temperature.530 This expression does not account for
pore size and breaks down for nanometer-sized pores that have
dimensions on the scale of the phononmean free path. Clearly, a
more accurate accounting of nanovoids requires models that
consider the atomic structure of the defects. In parallel with
grain boundaries, recent molecular dynamics modeling work has
aimed to understand the role of atomic structure at pore−bubble
boundaries.642,646 Zhu et al.646 used nonequilibrium molecular
dynamics to study the impact of Xe bubbles on thermal transport
in UO2. They found that many defects are produced at the
bubble interface, leading to a substantial increase in the
interfacial thermal resistance and an overall decrease in the
thermal conductivity.

4.6. Comparison between Experiment and Modeling

In this section, we review efforts to correlate microstructural
defects produced by ion irradiation to thermal conductivity
using the Boltzmann transport framework and MD. Very little
work had been done in this area until recently because of the
difficulty in accurately characterizing the range of defects
produced by ion irradiation and accurately measuring the
thermal conductivities of thin damage layers. As mentioned
above, the most recent work in this area has been the
experimental measurement of low-temperature conductivity in
defect-bearing crystals. At reduced temperatures, the relative
contribution of defects to the total scattering is the largest,
allowing the most information to be collected on fundamental
mechanisms of phonon−defect interactions.

4.6.1. Impact of Point Defects in Low-Temperature
Low-Dose-Irradiated UO2.One of the first efforts along these
lines was the work of Weisensee et al.,570 who investigated the
effect of room-temperature Ar ion irradiation on the thermal
conductivity of thin films of UO2 using TDTR. While the lattice
strain associated with the lattice mismatch between the substrate
and film prevented a detailed study of the baseline micro-
structure, it was suggested that the UO2 was slightly hyper-
stoichiometric. XRD data revealed a broadening of the
diffraction peaks and a shift to lower angles, an indication that
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the U4O9 phase was not formed under irradiation. A simple
model of phonon thermal conductivity was used to extract an
effective nondimensional scattering strength for point defects in
UO2.
In another study targeting the impact of point defects,

polycrystalline UO2 was irradiated using 2.6 MeV protons and
3.9 MeV helium ions at 300 and 200 °C, respectively.28 After
irradiation, the sample thermal conductivity and lattice constant
were measured using MTR and XRD, respectively (Figure 32).
The reduction in conductivity and lattice expansion did not
follow a similar trend with dose for these two different
irradiation conditions. The results were analyzed using simple
models for lattice expansion and thermal conductivity reduction
informed by atomistic simulations from the literature. It was
concluded that microstructure evolution under H and He ion
irradiation produced different types of defects as a result of
differences in defect clustering and electronic-ionization-
induced mobility of the defects.
4.6.2. Impact of Dislocation Loops in High-Temper-

ature Proton-Irradiated CeO2. A study targeting the impact
of dislocation loops on conductivity by Khafizov et al.315

involvedmeasuring the conductivity reduction caused by proton
irradiation of CeO2 at 700 °C. As revealed by TEM analysis, the
microstructure was dominated by dislocation loops. A rate
theory model parametrized by analyzing two sets of samples
irradiated at 600 and 700 °C revealed that the conductivity
reduction in the sample irradiated at 700 °C is due to dislocation
loops, whereas at 600 °C the reduction is primarily attributable
to point defects (Figure 33).297 One interesting observation that
follows from these studies is that thermal conductivity reduction
due to loops is unusually high and is attributed to long-range
strain fields.315

4.6.3. Mixed Impact of Point Defects and Loops in
ThO2. More recently, efforts have been directed at drawing a
closer connection between microstructure and thermal con-
ductivity using more comprehensive defect characterization
techniques (discussed in section 3 of this review) and a more
complete accounting of the physical mechanisms of phonon
transport.
Dennett and co-workers experimentally studied the impact of

2 MeV proton irradiation on thermal transport in single-crystal
thorium dioxide grown by the hydrothermal synthesis method
using MTR.29 ThO2 was irradiated at 25 °C from 0.016 to 0.16
dpa and at 600 °C from 0.47 to 0.79 dpa. At 25 °C, the thermal
conductivity in the irradiated layer dropped to 20% of the

pristine value for all doses investigated, while at 600 °C, 40% of
the pristine conductivity was retained at both doses. For both
temperatures investigated, the thermal conductivity was found
to be consistent among all of the doses, suggesting saturation of
the defect population imparted via irradiation at these levels.
Top-down Raman spectra collected following irradiation
suggested the presence of defect clusters in both cases, with a
higher density or larger clusters expected at 600 °C on the basis
of the highermobility of defects. The retention of higher thermal
conductivity at 600 °C is attributed to the concentration of
defects into larger clusters and loops, reducing the total number
of phonon scattering sites retained in the lattice.520,554,583

Further measurements of the thermal conductivity in defected
ThO2 single crystals were conducted on a subset of the crystals
irradiated at 600 °C over a temperature range of 77 to 300 K
using MTR (see Figure 34).132 These data provide a low-
temperature comparison for BTE calculations of defect-affected
thermal transport (similar to the 300 K and higher BTE
calculation of transport in U-doped ThO2 shown in Figure 29).
To compute the thermal conductivity of defect-bearing ThO2,
dislocation loop characteristics were measured directly using
TEM in order to compute scattering rates from stacking-fault-
type defects as shown Table 2 (as these loops are observed to be
faulted Frank loops). In addition, point-defect contributions to
scattering were estimated through the use of a rate theory model
for defect generation and evolution297 and used to seed the
calculation of the scattering rates based on eq 14.With the use of
fitting parameters only to account for native impurities in the as-

Figure 32. Analysis of thermal conductivity degradation in H+- and He2+-irradiated UO2. Adapted with permission from ref 28. Copyright 2020 Acta
Materialia Inc.

Figure 33. Analysis of thermal conductivity degradation due to
dislocation loops in proton-irradiated CeO2. Adapted with permission
from ref 297. Copyright 2021 Acta Materialia Inc.
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synthesized crystals, good agreement was found between the
MTR-measured conductivity and that computed using the BTE
in the SMRT approximation, as shown in Figure 34 for ThO2
irradiated to 0.16 and 0.47 dpa.
4.6.4. Impact of Grain Boundaries. The segregation of

defects at grain boundaries is thought to have a significant
impact on thermal conductivity in the HBS. Generally, the HBS
corresponds to a rim in the nuclear fuel where the fuel remains
coldest and has the highest amount of damage due to a higher
fission rate. In this region, extensive damage is accommodated
by grain subdivision and subsequent defect segregation. The net
beneficial effect on the intrinsic thermal conductivity suggested
by Rondinella and Wiss6 has motivated recent work that has
looked at understanding the role of interfaces in phonon
transport in fuel surrogates.
Hua et al.647 reported the Kapitza resistance for grain

boundaries in large-grained CeO2 using an investigative
approach first developed for Si bicrystals.648,649 That study
provided a correlation between the measured Kapitza resistance
and themisorientation angle between grain boundaries. To form
this correlation, it was assumed that the plane of the grain
boundaries coincided with the surface normal. In another study
involving UO2, experimental measurements of thermal con-
ductivity were performed on a series of polycrystalline samples
having grain sizes ranging from ∼100 nm to several micro-

meters.650 By the use of eq 17, it was found that the extracted
Kapitza resistance was considerably larger than that calculated
using molecular dynamics.552,645 It was suggested that the
difference between the measurement and the model may be due
to local changes in oxygen stoichiometry near the boundary.
Another study by Khafizov et al.407 that has a more direct

connection to thermal transport behavior in the HBS involved
measurement of the thermal conductivity in highly non-
stoichiometric nanocrystalline ceria.407 In that study, it was
found that the measured thermal conductivity was much higher
than that predicted assuming that the oxygen defects were
uniformly distributed. Electron energy loss spectroscopy
revealed that oxygen defects segregated at grain boundaries,
leaving the grain interior relatively defect-free (Figure 35). The
authors speculated that the increase in the grain boundary
resistance due to segregation wasmore than offset by a reduction
in phonon scattering by intragranular oxygen defects. This
supposition has since been supported by MD and multiscale
modeling studies on UO2.

512,552 Watanabe et al. found that the
grain boundary thermal resistance was 2 orders of magnitude
higher than that expected from pristine interfaces calculated
using molecular dynamics simulations,552 while Bai et al. found
that grain boundary segregation leads to higher intragranular
thermal conductivity.512

Figure 34. Comparison of MTR-measured and BTE-computed thermal conductivities for single-crystal ThO2 irradiated with 2 MeV protons at (a)
0.16 dpa at 600 °C and (b) 0.47 dpa at 600 °C. In each panel, computed conductivities considering only one type of extrinsic defect (dislocation loops
or point defects) are shown by the dotted lines, while the total conductivity considering both defect populations is shown by the solid red line. From ref
132. CC BY 4.0.

Figure 35. Impact of defect segregation on the interface thermal resistance of grain boundaries. Adapted with permission from ref 407. Copyright 2019
The American Ceramic Society.
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4.7. Future Outlook

While the works described above have shown some success in
connecting models of varying complexity to experimental
measurements of thermal transport in defected actinide oxides,
gaps still exist in the ability to capture the unique influence of the
entire spectrum of radiation-induced defects on phonon
scattering. Models beyond the RTA are needed to accurately
treat conductivity at sufficiently low temperatures where normal
processes dominate over Umklapp processes. Furthermore, the
RTA can be problematic in certain classes of materials that
introduce symmetries not found in the bulk, such as epitaxial
films. MD models may help address the shortcomings of the
RTA but require interatomic potentials that accurately capture
phonon transport properties. First-principles descriptions of the
details of the phonon band structure can provide important
benchmarks for developing new, more accurate interatomic
potentials. While the computational tools needed to perform
this task are available, this will no doubt be a challenge for
strongly electron-correlated materials.
Currently, the Green’s function T-matrix method is the most

fundamental approach to capture the impact of defects on
phonon scattering rates.651,652 Work using this method has
demonstrated the shortcomings of using perturbation theory to
treat the impact of vacancies in diamond, silicon carbide, and
boron arsenide. These methods are currently finding applica-
tions in predicting scattering rates of phonons with extended
defects such as clusters and dislocation loops.653,654 However,
extending these approaches to materials that exhibit strong
electron correlation remains a difficult task for first-principles
calculations.

5. CONCLUDING REMARKS

This review has focused primarily on phonon thermal transport
in two actinide oxides: one currently in use in commercial
nuclear reactors, UO2, and one advanced fuel candidatematerial,
ThO2. A comprehensive understanding of phonon transport in
these actinide oxides under irradiation remains a grand science
challenge. This area of research contains rich physics, including
the 5f electron challenge, defect generation and evolution, and
the development of experimentally validated mesoscale models
of thermal conductivity in the presence of defects. New
computational tools such as DFT+DMFT and new exper-
imental tools enabled by new synthesis capabilities are ushering
in a new era, enabling scientists to study in exquisite detail the
fundamental mechanisms that control phonon transport.
Meeting this challenge will provide new opportunities for the

nuclear fuels community. For example, accurate calculations of
electronic structure in 5f systems will provide the scientific
community with key information for constructing accurate
interatomic potentials required for high-throughput composi-
tional screening of advanced fuels. The development of a
comprehensive understanding of thermal energy transport,
while intimately connected to advanced nuclear fuels, can
provide opportunities for energy-related technologies beyond
nuclear energy. Examples include tailoring electron scattering in
textured nanocrystals to enhance the thermal conductivity of
metal interconnects, simultaneously controlling electron and
phonon transport across interfaces in thermoelectric devices,
specifying the interaction of electrons with dislocations in
topological insulators, and harnessing strong electron correla-
tion to realize new paradigms for quantum materials.
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