Slave mode expansion for obtaining \emph{ab initio} interatomic potentials
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Here we propose an approach for performing a Taylor series expansion of the first-principles computed energy of a crystal as a function of the nuclear displacements. We enlarge the dimensionality of the existing displacement space and form new variables (i.e., slave modes) which transform like irreducible representations of the point group and satisfy homogeneity of free space. Standard group theoretical techniques can then be applied to deduce the nonzero expansion coefficients \emph{a priori}. At a given order, the translation group can be used to contract the products and eliminate terms which are not linearly independent, resulting in a final set of slave mode products. While the expansion coefficients can be computed in a variety of ways, we demonstrate that finite difference is effective up to fourth order. We demonstrate the power of the method in the strongly anharmonic system PbTe. All anharmonic terms within an octahedron are computed up to fourth order. A proper unitary transformation demonstrates that the vast majority of the anharmonicity can be attributed to just two terms, indicating that a minimal model of phonon interactions is achievable. The ability to straightforwardly generate polynomial potentials will allow precise simulations at length and time scales which were previously unrealizable.
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I. INTRODUCTION

While the first-principles computation of the harmonic vibrational properties of crystals with sufficient symmetry is ubiquitous [1–5], the same cannot be said for the anharmonic counterparts. The reasons for this are somewhat indirect. Density functional theory (DFT), within the Born-Oppenheimer approximation [6], can accurately predict the forces and density functional theory (DFT), within the Born-Oppenheimer counterparts. The reasons for this are somewhat indirect. Density functional theory (DFT), within the Born-Oppenheimer approximation [6], can accurately predict the forces and stresses in many classes of materials and therefore could be used to compute both quantum and classical dynamics of the nuclei. However, the scaling of DFT severely restricts the applicability of such a task to very short time scales and small unit cells. Generically, there are a number of different approaches to overcoming this fundamental limitation which exchange accuracy for efficiency, including fully empirical approaches which replace DFT, semiempirical electronic structure approaches [7], and linear scaling DFT [8,9].

One obvious approach which has a long history is to perform a Taylor series expansion of the energy as a function of the nuclear displacements, allowing for extremely high precision up to some order and within some range of neighbors. While such an approach will have obvious limitations (i.e., large deformations, diffusion, etc.), it has a negligible computational cost relative to DFT, allowing length and time scales which could not even be considered within DFT. Furthermore, it has additional appeal in that the expansion coefficients are basic materials properties. Understanding the anharmonic interactions across a broad range of materials will help understand a myriad of materials properties in terms of a low energy model. While the number of anharmonic terms rapidly increases with the order of the expansion, we demonstrate in this work that there is reason to be optimistic that a minimal number of expansion coefficients can capture the bulk of the physics.

While the Hubbard and Anderson models have guided us for many years in terms of understanding electronic phenomena in transition-metal oxides and actinide-based materials [10], analogs are clearly needed in the context of the interacting phonon problem.

Some of the early executions of an anharmonic Taylor series expansion based on first-principles calculations were executed by Vanderbilt \emph{et al.} in the context of Si [11] and by Rabe and Vanderbilt \emph{et al.} in the context of ferroelectric materials [12–14]. These approaches were quite successful, correctly capturing the proper ordering of different phases as a function of temperature and even providing quantitatively accurate transition temperatures. In terms of the expansion, a variety of different philosophies were taken in these works. The earliest of these works which focused on Si [11] employed a quartic expansion in terms of bond bending and stretching variables in the spirit of earlier work of Keating [15,16]. Coupling to strain becomes critical in the ferroelectric materials, and an expansion similar to that of Pytte [17] was used by Vanderbilt \emph{et al.} [12] to encode the properties of various perovskites. Subsequent work by Rabe \emph{et al.} [13,14] utilized a novel lattice Wannier function approach [18] to perform an anharmonic expansion (see Ref. [19] for a related approach).

With the continued explosion of computational resources, more recent works have revisited this problem. Esfarjani and Stokes considered the generic Taylor series expansion and all the symmetry constraints that the expansion must satisfy [20]. They then generated a large data set from first-principles calculations and fit the expansion parameters to the data under the symmetry constraints. A number of materials and phenomena have been studied using this approach, including the thermal conductivity in Si [21], half-Heusler compounds [22], and PbTe [23]. Wojdel \emph{et al.} [24] employed a different approach, expanding in displacement differences between pairs of nuclei, similar in spirit to early model calculations [15,16], and they included point symmetry at a priori
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by projecting displacement difference polynomials onto the identity representation. Additionally, Wojdel et al. explicitly consider strain degrees of freedom and their coupling to local displacements, similar to earlier works in ferroelectric materials.

It is also worth mentioning recent machine learning approaches that have the potential to have significant impact in this space. Behler and Parrinello used a neural network to parametrize the DFT energy [25], and they have achieved impressive results on Na [26,27] and graphite/diamond [28]. These results suggest that appropriate neural networks have the potential to accurately describe structural phase transitions in a broad range of systems, though it is still unclear if they have sufficient resolution to accurately capture phonons and higher derivatives of the energy. Another approach in the context of machine learning is compressive sensing, which has been applied in the context of alloy theory to parametrize cluster expansions [29] and has also shown promise in the context of lattice dynamics.

Despite the great successes of the aforementioned expansions, they have not yet become ubiquitous, perhaps because it is nontrivial to execute the parametrization. Here we introduce an approach which combines many of the advantages of the different methods discussed above. Our approach allows us to circumvent the difficulties of fitting data across multiple orders, builds in all the necessary symmetry from the beginning, is generally applicable, provides a convenient notation to encode our parameters such that others may use them, and in the case of PbTe we show that a physically motivated unitary transformation can reasonably compress hundreds of anharmonic terms into just two.

II. METHOD

A. Background

We will start by considering the total energy of a crystal assuming that the Born-Oppenheimer approximation [6] is valid. The Taylor series expansion of the total energy as a function of the nuclear displacements can be written as follows [20]:

$$V = \sum_{\alpha} \sum_{R_1} \sum_{R_2} \Psi_{\alpha}^{\rho a}_{\delta} u_{R_1 (\alpha)}^{(a)} v_{R_2 (\delta)}^{(b)} + \sum_{\alpha} \sum_{R_1} \sum_{R_2} \sum_{R_3} \Psi_{\alpha}^{\rho a}_{\delta} u_{R_1 (\alpha)}^{(a)} v_{R_2 (\delta)}^{(b)} v_{R_3 (\gamma)}^{(c)} + \cdots, \quad (1)$$

where $\Psi$ are the direct expansion coefficients; $u$ are the nuclear displacements; $R = n_1 v_1 + n_2 v_2 + n_3 v_3$ ($n_i$ are integers, $v_i$ are unit cell vectors); and $\alpha, \beta, \gamma, \delta$ label both the displacement direction (i.e., $x, y, z$) and the atom within the unit cell. The number of terms dramatically increases as the order increases. Therefore, a condition for this expansion to be useful is locality: The expansion coefficients must decay sufficiently rapidly in some representation for terms beyond quadratic order. This cannot be known a priori and only explicit testing could determine the viability of this approach. Symmetry will be crucial both to reduce the number of terms at a given order and to ensure that the expansion is robust for use in simulations. The following symmetries must be satisfied:

1. The energy must be invariant to all space group operations.
2. Homogeneity of free space with respect to rigid translation. If the entire crystal is shifted by an arbitrary constant, there cannot be any change in the total energy or its derivatives.
3. Homogeneity of free space with respect to rigid rotation. If the entire crystal is rotated about some point by an arbitrary amount, there cannot be any change in the total energy or its derivatives.
4. If the energy function is analytic, the derivatives will be invariant of the order in which they are taken.

These symmetries result in a series of constraints on the expansion coefficients [20]. The central task at hand is to actually compute the derivatives of the energy with respect to the atomic displacements and ensure that they satisfy all of the symmetries.

B. Symmetrized monomial representation

The aforementioned symmetries can be conveniently incorporated via the construction of a monomial representation for each order of the expansion. The strategy will be to build a local space and successively reduce the dimension by incorporating the various symmetries. We begin by simply rewriting the potential in Eq. (1) using a basis of monomials as follows:

$$V = \sum_{R,n} \Psi_R^n \xi^{n(\alpha)}_R = \sum_{R,n} \Psi_R^n \hat{\Gamma}^n \xi^{n(\alpha)}_R. \quad (2)$$

where $n$ labels the order of the polynomial, $\xi$ is a vector with each entry being a monomial, and $\Psi$ is a vector of the direct expansion coefficients. The dimension of the vector $\xi$ will depend on the range of the interactions $\Psi$ at a given order. If we assume that there is coupling between a set of displacements $\mathcal{S}$ with length $z = |\mathcal{S}|$ at order $n$, then the dimension of the corresponding monomonal representation without symmetry will be given by the $k$ multicombinations:

$$\dim(\xi^{n(\alpha)}) = \left[ \frac{z}{n} \right] = \left( \frac{z + n - 1}{n} \right) = \frac{(z + n - 1)!}{n!(z - 1)!}. \quad (3)$$

The matrix $\hat{\Gamma}_n$ is an invertible linear transformation which can be chosen at each order and will not have an impact on the observables. We can now include the symmetries in the problem, and we begin with the point group symmetry. The only symmetry which we will not consider in this work is homogeneity of free space with respect to rigid rotations, which couples terms between different orders. However, given that we will include point symmetry, we do not believe this will be problematic.

Point symmetry. The monomonal representation will in general be reducible, and the standard techniques of group theory [30,31] may be used to decompose the monomonal representations into a direct sum of irreducible representations via the proper choice of the matrix $\hat{\Gamma}$. In particular, the point group must be represented by a set of square matrices of dimension $\dim(\xi^{n(\alpha)})$, the characters must be constructed for each symmetry class, and the irreducible representations...
must be identified and constructed. Given that the potential must be invariant to all point group operations, only representations that transform like the identity representation will yield nonzero expansion coefficients, and these can straightforwardly be found using the projection operator. It should be noted that one could more straightforwardly deduce the number of identity representations by forming a representation of dimension \( z \) using the set \( S \) and then use the general formula for the characters of the symmetric product representation [32], though the projection operator will still be used to explicitly construct the terms. Finally, the square matrix \( \hat{\Gamma} \) can be replaced by a rectangular matrix \( \hat{\Gamma}' \) given that representations that are not the identity can be removed, and therefore each row of the rectangular matrix will correspond to a given identity representation of monomials.

\[
V = \sum_{\mathbf{R}_n} \Psi_n \hat{\Gamma}_n^{-1} \hat{\Gamma}_n' \mathbf{S}_{\mathbf{R}_n} = \sum_{\mathbf{R}_n} \Psi_n \hat{\Gamma}_n' \mathbf{S}_{\mathbf{R}_n}.
\]  

(4)

It is implicit in the above that \( \hat{\Gamma}_n^{-1} \) is the right inverse of the rectangular matrix \( \hat{\Gamma}_n' \).

**Homogeneity of free space.** One can remove additional rows of the matrix \( \hat{\Gamma}_n' \) by invoking homogeneity of free space, which dictates that shifting the entire crystal by an arbitrary vector must leave the energy and its derivatives unchanged. In the monomial representation, this condition can be handled in a straightforward fashion. One needs to consider shifting the crystal in the \( x, y, \) and \( z \) directions by arbitrary constants, in addition to all permutations of combined shifts, which will result in a set of monomial vectors \( [\xi_{n,1}^{\mathbf{R}_n}, \xi_{n,2}^{\mathbf{R}_n}, \ldots] \) which must give zero change in energy. Additionally, the derivatives for each inequivalent atomic displacement in the unit cell can then be considered, and these also must remain invariant with respect to an arbitrary shift. For a given derivative, this must be true independently for contributions from each order. For example, the \( n \)th order contribution to the first derivative is given as follows:

\[
\frac{\partial V^{(n)}}{\partial u_0^{(n)}} = \Psi_n \hat{\Gamma}'_n \sum_{\mathbf{R}_n} \frac{\partial}{\partial u_0^{(n)}} \xi_n^{(n)} = \Psi_n \hat{\Gamma}'_n \eta^{(n,1)}.
\]  

(5)

The vector \( \eta^{(n,1)} \) must then be shifted by arbitrary amounts in the \( x, y, z \) directions and all permutations thereof, and it must be required that the change in this component of the derivative is invariant. This procedure is then repeated for all higher order derivatives up to \( n - 1 \). Finally, we will have formed a set of vectors \( \mathcal{L}_n = \{\xi_{n,1}^{(n)}, \xi_{n,2}^{(n)}, \ldots, \eta_{n,1}^{(n)}, \eta_{n,2}^{(n)}, \ldots\} \). One then proceeds by finding the number of linearly independent vectors in \( \mathcal{L}_n \), denoted as \( N_{\mathcal{L}_n} \), and then constructing \( N_{\mathcal{L}_n} \) vectors from \( \mathcal{L}_n \) which span this space. The result will be \( N_{\mathcal{L}_n} \) unique constraints due to homogeneity of free space at order \( n \), and this will remove up to \( N_{\mathcal{L}_n} \) rows from \( \hat{\Gamma}_n' \), guaranteeing homogeneity of free space. The resulting potential can then be written as follows:

\[
V = \sum_{\mathbf{R}_n} \Psi_n \hat{\Gamma}_n' \mathbf{S}_{\mathbf{R}_n}.
\]  

(6)

**Translation symmetry.** While Eq. (6) clearly respects translation symmetry, it is still possible for translational symmetry to eliminate some of the rows in \( \hat{\Gamma} \) given that the clusters will overlap in general. In order to address this, for a given site \( \mathbf{R}_0 \), one must sum over all neighboring sites \( \mathbf{R}_n \) which contain a displacement in \( \mathcal{S}_0 \), and then determine if all of the identity representations are still linearly independent. Mathematically, we can form the matrix \( \hat{\mathcal{V}}_n \) at a given order:

\[
\sum_{\mathbf{R}_n} \hat{\Gamma}_n' \mathbf{S}_{\mathbf{R}_n} \mathbf{S}_{\mathbf{R}_n} = \hat{\mathcal{V}}_n \mathbf{S}_{\mathbf{R}_n}.
\]  

(7)

If the rank of \( \hat{\mathcal{V}}_n \) is less than than the number of rows, then there is linear dependence and one or more rows must be combined such that the rank is equivalent to the number of rows. The same row contraction is then performed on \( \hat{\Gamma}_n' \), yielding the final potential:

\[
V = \sum_{\mathbf{R}_n} \Phi_n \hat{\Gamma}_n' \mathbf{S}_{\mathbf{R}_n}.
\]  

(8)

where we have changed from the symbol \( \Psi_n \) to \( \Phi_n \) in order to emphasize that we have achieved a fully irreducible set of expansion coefficients. It should be noted that \( \hat{\Gamma}_n'' \) is only defined up to an invertible, linear transformation, including rows which could be eliminated by the translation group. Therefore, there is a large degree of freedom in the symmetrization, and we will exploit this in our formulation below.

**Illustration of 1D chain.** The symmetrized monomial representation outlined above is somewhat abstract and therefore we present a simple example of the monoatomic one-dimensional (1D) chain. The point group is the order two group, which contains only the identity \( E \) and the mirror \( \sigma \) [30,31]. The character table for the order two group has two possible irreducible representations: the symmetric and asymmetric irreducible representation denoted as \( A \) and \( B \), respectively. We will assume that the range of the coupling is next-nearest neighbor, and therefore the cluster will be composed of the set \( \mathcal{S}_0 = \{u_1, u_0, u_1\} \). Let us consider quadratic order and construct the monomial vector with \( [\xi_{(2)}^1] = 6 \) entries:

\[
\xi_n^{(2)} = (u_1^2, u_0^2, u_1^2, u_1 u_0, u_1 u_1, u_0 u_1)^T.
\]  

(9)

In the absence of symmetry, there would be one independent \( \Psi \) parameter for each monomial. Let us now include point symmetry of the cluster \( \mathcal{S} \). The standard techniques of group theory can be used to determine that there are four irreducible representations that transform as the identity representation, and the projection operator may be used on seeds composed of individual monomials to construct the following four identity representations:

\[
\hat{\Gamma}_2' = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix}.
\]  

(10)

We will proceed without normalization as this has no impact on our analysis.

The next step is to enforce homogeneity of free space, and therefore we must construct the vector space \( \mathcal{L} \). We will consider both the energy and the force (i.e., only one type of atom and one spatial dimension) under a uniform shift \( \delta = 1 \),
resulting in two vectors:

\[
\mathcal{L} = \begin{pmatrix}
(1 & 1 & 1 & 1 & 1)^	op \\
(2 & 2 & 2 & 2 & 2)^	op
\end{pmatrix}.
\]  

(11)

These two vectors are clearly linearly dependent, indicating that we only have one constraint, and we can proceed with the first vector. There is no unique way to impose the constraint, and we will proceed by eliminating one row via the following transform:

\[
\hat{\mathcal{L}}'' = \begin{pmatrix}
-\frac{\mathcal{L}_{11}''}{\mathcal{L}_{11}'} & 1 & 0 & 0 \\
-\frac{\mathcal{L}_{12}''}{\mathcal{L}_{11}'} & 0 & 1 & 0 \\
-\frac{\mathcal{L}_{13}''}{\mathcal{L}_{11}'} & 0 & 0 & 1
\end{pmatrix} \cdot \hat{\mathcal{L}}' = \begin{pmatrix}
1 & -2 & 1 & 0 & 0 \\
0 & -2 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 & 1
\end{pmatrix}.
\]

where \(\hat{\mathcal{L}}''\) refers to the \(i\)th row of \(\hat{\mathcal{L}}'\).

The final step is to check and see if the translation group removes any of the rows, and this is done by constructing the matrix \(\hat{\Psi}_2\):

\[
\hat{\Psi}_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
-2 & -2 & -2 & 2 & 0 \\
-1 & -1 & -1 & 0 & 1
\end{pmatrix}.
\]  

(12)

The first row is clearly linearly dependent and therefore the first row of \(\hat{\mathcal{L}}''\) may be removed.

The final monomial representation matrix has two rows and can be written as follows:

\[
\hat{\mathcal{L}}'' = \begin{pmatrix}
0 & -2 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 & 1
\end{pmatrix}.
\]  

(13)

It should be clear that there is nothing unique about \(\hat{\mathcal{L}}''\), as it can be transformed by any invertible, linear transform without modifying the physics. We will write the final potential at second order as follows:

\[
V^{(2)} = \sum_{\mathbf{R}_c} \Phi_2 \Phi_2 \hat{\mathcal{L}}'' \xi^{(2)}_{\mathbf{R}_c}.
\]  

(14)

We have changed from the label \(\Psi\) to \(\Phi\) in order to denote that we are working with the fully irreducible expansion coefficients where all of the symmetry requirements have been built in. The interpretation in this simple case is quite straightforward: Given next-nearest-neighbor coupling at quadratic order, one simply has a nearest-neighbor spring and a next-nearest-neighbor spring. This equivalence can be directly seen by following the same analysis in that scenario.

The preceding outline shows how to build a symmetrized monomial representation, though there is clearly a large degree of flexibility in how to implement this. When moving to more complex scenarios, it would be favorable to have an approach which can more naturally utilize symmetry from the beginning instead of directly working with the monomial representation. In particular, it would be useful to write the monomial representation as a tensor product of symmetric variables which inherently respect the homogeneity of free space. This is exactly what we shall present below, and we shall refer to this as a slave mode expansion. Before giving a formal presentation of the slave mode expansion, it is worth illustrating it in this trivial example. We begin by forming the slave modes, which begins by symmetrizing the cluster variables \(\mathcal{S}_c = \{u_1, u_0, u_1\}\). One choice of symmetrization is given as follows:

\[
\Phi_B^{(0)} = u_0, \quad \Phi_A = u_1 - u_1, \quad \Phi_B^{(2)} = u_1 + u_1.
\]  

(15)

We need to remove the mode which uniformly shifts the cluster, as this would violate homogeneity of free space. In this case, this shift mode corresponds to a linear combination of both \(B\) modes, and removing this leaves us with the following two modes:

\[
\Phi_B = u_1 - 2u_0 + u_1, \quad \Phi_A = u_1 - u_1
\]  

(16)

These variables already satisfy homogeneity of free space, and they transform like irreducible representations of the point group so it is clear that there are two terms at second order that transform like the identity: \(\Phi_A^2\) and \(\Phi_B^2\). One can construct the matrix \(\hat{\Psi}^{(2)}\) to demonstrate that the translation group does not remove any products, and then one has the irreducible potential:

\[
V^{(2)} = \sum_{\mathbf{R}_c} \Phi_2 \left( \begin{array}{cc}
\Phi_A^2 \\
\Phi_B^2
\end{array} \right) \xi^{(2)}_{\mathbf{R}_c}
\]  

\[
= \sum_{\mathbf{R}_c} \Phi_2 \left( \begin{array}{cccc}
1 & 0 & 1 & 0 & -2 & 0 \\
1 & 4 & 1 & -4 & 2 & -4
\end{array} \right) \xi^{(2)}_{\mathbf{R}_c}
\]  

\[
= \sum_{\mathbf{R}_c} \Phi_2 \left( \begin{array}{cccc}
-\frac{1}{2} & -1 & -\frac{1}{2} & 1 & 0 & 1 \\
-\frac{1}{2} & 0 & -\frac{1}{2} & 0 & 1 & 0
\end{array} \right) \xi^{(2)}_{\mathbf{R}_c}
\]  

\[
= \sum_{\mathbf{R}_c} \Phi_2 \left( \begin{array}{cccc}
0 & -2 & 0 & 1 & 0 & 1 \\
0 & -1 & 0 & 0 & 1 & 0
\end{array} \right) \xi^{(2)}_{\mathbf{R}_c},
\]  

(17)

where we have expressed the potential in the monomial representation, performed a linear transformation, and then shifted by the first row of \(\hat{\mathcal{L}}''\), demonstrating the equivalence to Eq. (14).

C. Slave mode expansion

Building the symmetrized monomial representation would be far more straightforward if the symmetry could be somehow imposed from the beginning. This can be achieved by working with a new set of variables, which can be viewed as enlarging the dimensionality of the system. Instead of using nuclear displacement parameters \(u\), we will introduce so-called slave modes \(\phi\) which transform like irreducible representations of the point group and satisfy homogeneity of free space. These slave modes may then be used to expand the potential, and all of the symmetry constraints will be built into the expansion. In terms of the slave modes, the expansion is given as
SLAVE MODE EXPANSION FOR OBTAINING \(AB\ldots\)
D. Slave mode expansion for the 2D square lattice

To illustrate the slave mode expansion we apply it to a two-dimensional (2D) square lattice with one atom per unit cell. We will explore two different choices for slave modes. First, let us consider a slave cluster of two nearest-neighbor atoms (i.e., dimer cluster). In this case, we will choose the center of the cluster as the midpoint of the bond (see Fig. 1, top panel), which will have point group $C_{2v}$ [30]. The representation for the dimer cluster is four dimensional and can be decomposed as $\Gamma = A_1 \oplus A_2 \oplus B_1 \oplus B_2$ (see Fig. 1, top panel). The two normal modes $B_1 \oplus B_2$ correspond to uniform shifts of the cluster, and therefore these modes will be removed, as indicated by the red X, leaving only $A_1 \oplus A_2$. There will be two slave mode products at second order: $\phi_{A_1}^2$ and $\phi_{A_2}^2$. At third order there will be two products: $\phi_{A_1}^3$ and $\phi_{A_1}^3 \phi_{A_2}$. At fourth order there will be three products: $\phi_{A_1}^4$, $\phi_{A_1}^4$, and $\phi_{A_1}^3 \phi_{A_2}$. One can easily proceed to higher orders, but we will remain at quadratic order in the remainder of this example for the sake of simplicity. At this point, one needs to see if any nontranslational symmetry elements will generate a new slave mode cluster which is translationally inequivalent. Clearly, the $C_{4v}$ group at the center of the square will generate the dimer from a horizontal one to a vertical one. The rotated slave mode products will have identical coefficients. The next step would be to use the translation group to determine if any set of slave mode products is linearly dependent, and this is done by constructing the matrix $\hat{\mathcal{V}}$ as outlined in Sec. II B. In this simple case there is no reduction because dimers only have second order. The conclusion is that there are two coefficients at second order (i.e., $\phi_{A_1}$ and $\phi_{A_2}$) when considering only nearest-neighbor coupling in the square lattice.

The second illustration would be to consider coupling within a square, and this will be carried to second order. In this case the point group will be $C_{4v}$ [30]. The square cluster representation is eight dimensional and can be decomposed as $\Gamma = A_1 \oplus A_2 \oplus B_1 \oplus B_2 \oplus 2E$ (see Fig. 1, center panel). In this case the $E$ irreducible representation appears twice. One set of the $E$ irreducible representations can be chosen to be shifts of the cluster while the other set will be obtained via orthogonalization. The $E$ representation corresponding to a shift will be removed (as indicated by the red X in Fig. 1), and the slave mode representation will be $A_1 \oplus A_2 \oplus B_1 \oplus B_2 \oplus E$. In this case, there are no nontranslational symmetry elements that will generate translationally inequivalent slave clusters. At second order there will be the following products: $\phi_{A_1}^2 \phi_{A_2}^2$, $\phi_{A_1}^3 \phi_{A_2}^2$, $\phi_{A_1}^3 \phi_{A_2}^2$, $\phi_{A_1}^3 \phi_{A_2}^2$. The slave mode products that overlap a given cluster (see Fig. 1, bottom panel, for an illustration) must be summed over in order to construct $\hat{\mathcal{V}}_2$:

\[
\begin{pmatrix}
2 & 2 & -2 & -1 & -1 & 2 & -1 & \cdots \\
2 & 2 & -2 & -1 & 1 & 2 & -1 & \cdots \\
2 & -2 & 2 & -1 & 1 & 2 & -1 & \cdots \\
2 & -2 & 2 & -1 & 1 & 2 & -1 & \cdots \\
4 & -4 & -4 & 2 & 0 & 4 & 2 & \cdots \\
\end{pmatrix}
\]

The rank of $\hat{\mathcal{V}}_2$ is 4, and one can show that one of the products $\phi_{A_1}^2 \phi_{A_2}^2$, $\phi_{A_1}^3 \phi_{A_2}^2$, $\phi_{A_1}^3 \phi_{A_2}^2$, $\phi_{A_1}^4$ must be removed. Therefore, there are four expansion coefficients corresponding to the following products: $\phi_{A_1}^2 \phi_{A_2}^2$, $\phi_{A_1}^3 \phi_{A_2}^2$, $\phi_{A_1}^3 \phi_{A_2}^2$, $\phi_{A_1}^4$. Typically, one will actually compute the direct expansion coefficients $\Psi$ using DFT, and therefore we will need to relate the slave mode product coefficients $\Phi$ to $\Psi$. At a given order, this can simply be written as a matrix equation, and we illustrate this at second
order for this scenario:

\[
\begin{pmatrix}
2 & 2 & 2 & 4 \\
2 & 2 & -2 & -4 \\
-2 & -2 & 2 & -4 \\
-1 & -1 & 1 & 2 \\
-1 & 1 & -1 & 0 \\
2 & 2 & 2 & 4 \\
-1 & -1 & -1 & 2 \\
\vdots & \vdots & \vdots & \vdots \\
\end{pmatrix}
\begin{pmatrix}
\Phi_{A_1} \\
\Phi_{B_1} \\
\Phi_{B_2} \\
\Phi_E \\
\end{pmatrix}
\begin{pmatrix}
\Psi_{g2,82} \\
\Psi_{g2,83} \\
\Psi_{g2,84} \\
\Psi_{g3,83} \\
\Psi_{g3,84} \\
\Psi_{A_1} \\
\Psi_{T_1} \\
\Psi_{T_2} \\
\Psi_{T_3} \\
\Psi_{T_4} \\
\end{pmatrix}.
\] (21)

One needs to compute enough direct expansion coefficients such that the number of linearly independent rows is greater than or equal to the number of columns. If the DFT computations had no imprecisions, one could simply compute as many direct coefficients as slave coefficients, but it is far more robust to create an overdetermined scenario. It is important to note that the above relation is only robust if sufficiently large slave modes are chosen such that they have sufficiently decayed with respect to distance.

### III. SLAVE MODE EXPANSION FOR ROCKSALT: PbTe

Here we apply the slave mode expansion to the rocksalt structure of PbTe. We will choose a primitive unit cell having vectors \(a_1 = a/2(1,1,0), a_2 = a/2(0,1,1),\) and \(a_3 = a/2(1,0,1),\) with a Pb atom at \((0,0,0)\) and a Te atom at \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) (\text{fractional coordinates};\) see Fig. 2). The first task is to pick the clusters within which we will retain terms beyond quadratic. There are two natural choices: the Pb-Te dimer and the octahedron (both Pb-centered and Te-centered). We will begin by considering the octahedron as the cluster of choice (see Sec. VI for the dimer), which implies that we will have anharmonic terms within next-nearest neighbor for both Pb and Te. There will be two slave clusters associated with each primitive unit cell, each having \(O_h\) point symmetry, and these correspond to atoms connected with bold black lines in Fig. 2. Translationaly equivalent clusters can be generated by shifting with the primitive lattice vectors (denoted as green lines in Fig. 2). We now proceed to decompose the displacement vectors into irreducible representations of the \(O_h\) point group, and these are shown in Fig. 3 to define the phase conventions which we choose.

The octahedral slave representation can be decomposed into \(\Gamma = A_{1g} \oplus E_g \oplus T_{1g} \oplus T_{1e} \oplus 2T_{2g} \oplus 2T_{2e},\) where we have removed a \(T_{1u}\) manifold which rigidly shifts the octahedron. One can then form the symmetric product representation in a given octahedron, showing that there are 29 nonzero products at third order and 153 nonzero products at fourth order. This will be the case for both Pb- and Te-centered octahedron. Nontranslational symmetry elements will not generate any translationally inequivalent slave clusters. Employing the translation group and constructing the matrices \(V_3\) and \(V_4,\) one can demonstrate that some of the terms are redundant. In particular, two terms will be removed at third order, and four terms will be removed at fourth order. The final result is that there are 56 terms at third order and 302 terms at fourth order, for a total of 358 terms up to fourth order and within next-nearest-neighbor range. The third order products and corresponding coefficients are listed in Table I, while fourth order terms are listed in Table II. It is important...
TABLE I. Nonzero third order products and the corresponding expansion coefficients. The second column lists which product vector was used to project the identity and create the Clebsch-Gordan coefficients for each corresponding coefficient $\Phi$. Terms designated N/A are those removed by the translation group.

<table>
<thead>
<tr>
<th>Product</th>
<th>Phase</th>
<th>Pb-centered $\Phi$</th>
<th>Te-centered $\Phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{3u} \otimes T_{3u} \otimes T_{3u}$</td>
<td>32, 45</td>
<td>$-0.059, -0.048$</td>
<td>$-0.033, -0.043$</td>
</tr>
<tr>
<td>$E_{g} \otimes T_{1g} \otimes T_{1g}$</td>
<td>1</td>
<td>$-0.011$</td>
<td>0.001</td>
</tr>
<tr>
<td>$T_{3g} \otimes T_{1g} \otimes T_{2g}$</td>
<td>16</td>
<td>0.002</td>
<td>$-0.002$</td>
</tr>
<tr>
<td>$A_{1g} \otimes E_{g} \otimes E_{g}$</td>
<td>1</td>
<td>0.074</td>
<td>$-0.002$</td>
</tr>
<tr>
<td>$T_{3u} \otimes 2T_{1u} \otimes 2T_{1u}$</td>
<td>38, 59, 84</td>
<td>$-0.276, -0.245, -0.524$</td>
<td>$-0.129, -0.148, -0.284$</td>
</tr>
<tr>
<td>$T_{3g} \otimes T_{1u} \otimes T_{2u}$</td>
<td>45, 54</td>
<td>0.102, 0.084</td>
<td>0.022, 0.025</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>5</td>
<td>-0.01</td>
<td>N/A</td>
</tr>
<tr>
<td>$T_{3g} \otimes T_{3g} \otimes T_{3g}$</td>
<td>6</td>
<td>-0.003</td>
<td>0.002</td>
</tr>
<tr>
<td>$E_{g} \otimes 2T_{1u} \otimes T_{2u}$</td>
<td>20, 29</td>
<td>$-0.041, 0.067$</td>
<td>0.008, 0.001</td>
</tr>
<tr>
<td>$A_{1g} \otimes 2T_{1u} \otimes 2T_{1u}$</td>
<td>4, 15, 22</td>
<td>$-1.849, 1.288, 0.635$</td>
<td>$-0.282, 0.188, 0.091$</td>
</tr>
<tr>
<td>$E_{g} \otimes T_{2u} \otimes T_{3g}$</td>
<td>14</td>
<td>-0.003</td>
<td>$-0.006$</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{1u} \otimes T_{2u}$</td>
<td>6</td>
<td>-0.022</td>
<td>0.006</td>
</tr>
<tr>
<td>$E_{g} \otimes E_{g} \otimes E_{g}$</td>
<td>4</td>
<td>-0.035</td>
<td>0.005</td>
</tr>
<tr>
<td>$E_{g} \otimes 2T_{1u} \otimes 2T_{1u}$</td>
<td>4, 22, 51</td>
<td>$-2.341, 0.941, 1.754$</td>
<td>0.573, $-0.197, -0.449$</td>
</tr>
<tr>
<td>$T_{3g} \otimes T_{1u} \otimes T_{2u}$</td>
<td>2</td>
<td>0.002</td>
<td>$-0.007$</td>
</tr>
<tr>
<td>$E_{g} \otimes T_{1g} \otimes T_{3g}$</td>
<td>5</td>
<td>0.018</td>
<td>$-0.005$</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{2u} \otimes T_{3g}$</td>
<td>9</td>
<td>-0.002</td>
<td>0.006</td>
</tr>
<tr>
<td>$A_{1g} \otimes A_{1g} \otimes T_{1g}$</td>
<td>1</td>
<td>0.01</td>
<td>N/A</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{1g} \otimes T_{1g}$</td>
<td>1</td>
<td>-0.011</td>
<td>0.004</td>
</tr>
<tr>
<td>$E_{g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>10</td>
<td>0.008</td>
<td>0.003</td>
</tr>
</tbody>
</table>

TABLE II. Nonzero fourth order products and the corresponding expansion coefficients. The second column lists which product vector was used to project the identity and create the Clebsch-Gordan coefficients for each corresponding coefficient $\Phi$.

<table>
<thead>
<tr>
<th>Product</th>
<th>Phase</th>
<th>Pb-centered $\Phi$</th>
<th>Te-centered $\Phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{g} \otimes E_{g} \otimes T_{2g} \otimes T_{2g}$</td>
<td>14, 32</td>
<td>$-0.043, -0.034$</td>
<td>0.008, 0.01</td>
</tr>
<tr>
<td>$T_{2u} \otimes T_{2u} \otimes 2T_{1u} \otimes T_{2u}$</td>
<td>83, 151, 36, 27</td>
<td>0.938, $-0.681, 0.031, -0.05$</td>
<td>$-1.014, 0.742, 0.088, -0.077$</td>
</tr>
<tr>
<td>$T_{3g} \otimes T_{2u} \otimes T_{3g} \otimes T_{2u}$</td>
<td>1, 5</td>
<td>0.017, 0.003</td>
<td>$-0.015, 0.001$</td>
</tr>
<tr>
<td>$E_{g} \otimes T_{1g} \otimes T_{1g} \otimes T_{1g}$</td>
<td>35</td>
<td>-0.0</td>
<td>0.003</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{1g} \otimes T_{2g} \otimes T_{2g}$</td>
<td>25</td>
<td>-0.007</td>
<td>$-0.001$</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{2g} \otimes T_{2g} \otimes T_{2g}$</td>
<td>6</td>
<td>0.001</td>
<td>0.002</td>
</tr>
<tr>
<td>$A_{1g} \otimes E_{g} \otimes T_{1g} \otimes T_{1g}$</td>
<td>14</td>
<td>0.029</td>
<td>$-0.01$</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{2g} \otimes T_{2g} \otimes T_{2g}$</td>
<td>9</td>
<td>-0.002</td>
<td>0.007</td>
</tr>
<tr>
<td>$E_{g} \otimes E_{g} \otimes T_{1g} \otimes T_{1g}$</td>
<td>14</td>
<td>-0.121</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
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<td></td>
<td></td>
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</tbody>
</table>
to note the phase convention we chose in constructing the Clebsch-Gordan coefficients. The vectors in each product subspace are labeled from $1 \cdots N$ when taking the following ordering:

$$|1,0,0,0,\cdots,0,1,0,0,0,\cdots,\cdots$$

(22)

where each of the above vectors is a direct product of the given vectors of the respective irreducible representations listed in the table. The corresponding identity representation is obtained by taking the product vector with the designated phase number in the second column and projecting onto the identity representation.

### IV. Computing Expansion Coefficients for PbTe

Having determined the slave mode expansion up to fourth order and within next-nearest neighbor, the slave mode coefficients must be computed. In general, we will assume that the harmonic terms have been computed using traditional approaches for computing phonons from first principles, such as density functional perturbation theory [1] or finite displacement supercell approaches [2,3]. Therefore, we are only concerned with computing the third and fourth order terms. An obvious approach would be to construct a large data set of distorted structures in the anharmonic regime and compute the corresponding energies using DFT. This data set may then be used to fit the slave mode expansion coefficients using standard procedures. The drawback of such an approach is that one is always faced with the problems of overfitting or including data which is beyond fourth order. While there are standard statistical methods to address such problems, we believe other approaches are likely more straightforward. Another approach would be to compute individual expansion coefficients for a given monomial [i.e., Eq. (1)], analogous to what is done for the harmonic case in phonons. One could either use the $2N+1$ theorem from density functional perturbation theory [33–35], or a supercell approach using

### Table II. (Continued.)

<table>
<thead>
<tr>
<th>Product</th>
<th>Phase</th>
<th>Pb-centered $\Phi$</th>
<th>Te-centered $\Phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_g \otimes E_g \otimes T_{1g} \otimes T_{1g}$</td>
<td>9, 28</td>
<td>0.071, −0.106</td>
<td>−0.026, 0.039</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{1g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>10, 40</td>
<td>−0.263, −0.359</td>
<td>0.071, 0.118</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{2g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>102, 38, 41</td>
<td>−0.905, 0.882, −1.902</td>
<td>0.675, −0.724, 1.459</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{1g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>83, 39, 107, 74</td>
<td>0.986, −0.009, 0.025, −0.718</td>
<td>−0.918, 0.02, −0.027, 0.662</td>
</tr>
<tr>
<td>$E_g \otimes T_{2u} \otimes T_{2u} \otimes T_{2u}$</td>
<td>29</td>
<td>−0.003</td>
<td>0.002</td>
</tr>
<tr>
<td>$2T_{2u} \otimes T_{1u} \otimes T_{2u} \otimes T_{2u}$</td>
<td>30, 540, 280, 18, 36, 0.043, 0.0, −0.001</td>
<td>2.355, −1.842, −0.811, 4.857,</td>
<td>−8.661, 6.674, 3.853,</td>
</tr>
<tr>
<td>$A_{1g} \otimes A_{1g} \otimes T_{2u} \otimes T_{1u}$</td>
<td>8, 11, 29</td>
<td>0.598, −0.725, 0.145</td>
<td>0.078, −0.158, 0.096</td>
</tr>
<tr>
<td>$A_{1g} \otimes E_g \otimes E_g \otimes E_g$</td>
<td>1</td>
<td>0.03</td>
<td>0.0</td>
</tr>
<tr>
<td>$A_{1g} \otimes E_g \otimes T_{2u} \otimes T_{2u}$</td>
<td>5</td>
<td>0.028</td>
<td>−0.005</td>
</tr>
<tr>
<td>$A_{1g} \otimes E_g \otimes T_{1g} \otimes T_{1g}$</td>
<td>10</td>
<td>0.17</td>
<td>−0.06</td>
</tr>
<tr>
<td>$A_{1g} \otimes E_g \otimes T_{2g} \otimes T_{2g}$</td>
<td>29, 54, 51</td>
<td>−2.974, −3.915, 2.377</td>
<td>0.315, 0.165, 0.021</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{1g} \otimes T_{1g} \otimes T_{1g}$</td>
<td>5</td>
<td>−0.018</td>
<td>0.001</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{1g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>89</td>
<td>0.831</td>
<td>−0.347</td>
</tr>
<tr>
<td>$E_g \otimes E_g \otimes T_{1u} \otimes T_{1u}$</td>
<td>11, 15, 116</td>
<td>−0.678, −0.85, 1.64</td>
<td>−0.397, 0.175, N/A</td>
</tr>
<tr>
<td>$A_{1g} \otimes A_{1g} \otimes T_{2g} \otimes T_{2g}$</td>
<td>1</td>
<td>−0.013</td>
<td>N/A</td>
</tr>
<tr>
<td>$A_{1g} \otimes T_{2g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>10, 23</td>
<td>−0.146, −0.237</td>
<td>0.108, 0.16</td>
</tr>
<tr>
<td>$E_g \otimes E_g \otimes T_{2u} \otimes T_{2u}$</td>
<td>18, 36</td>
<td>0.043, −0.037</td>
<td>−0.009, 0.007</td>
</tr>
<tr>
<td>$A_{1g} \otimes E_g \otimes T_{2g} \otimes T_{2g}$</td>
<td>34, 20</td>
<td>0.754, −0.283</td>
<td>−0.344, 0.133</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{2g} \otimes T_{1u} \otimes T_{1u}$</td>
<td>83, 74, 22, 143, 199, 98, 28, 264, 135, 72, 87, 20, 261, 306, 196, 1, 317, 66,</td>
<td>1.913, −1.372, −0.02, 0.77, 1.07,</td>
<td>−2.0, 1.461, −0.015,</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{2g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>155, 72, 79, 113, 72, 87, 20, 261, 306, 196, 1, 317, 66,</td>
<td>−0.004, −0.056, −0.026</td>
<td>−0.052, 0.039, −0.027, 0.029, 0.038</td>
</tr>
<tr>
<td>$E_g \otimes T_{1g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>2</td>
<td>−0.001</td>
<td>−0.001</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{2u} \otimes T_{2u} \otimes T_{2u}$</td>
<td>24, 77, 41</td>
<td>−0.001, 0.003, 0.098</td>
<td>−0.007, −0.002, −0.105</td>
</tr>
<tr>
<td>$2T_{1u} \otimes T_{1u} \otimes T_{2u} \otimes T_{2u}$</td>
<td>198, 99, 28, 264, 135, 306, 196, 1, 317, 66, 72, 87, 20, 261, 306, 196, 1, 317, 66,</td>
<td>−0.194, −3.438, 0.63, 0.415, 0.326, 3.335, −0.834, 0.041, 0.531, −1.225, 0.133, 0.09, −2.28</td>
<td>2.73, −0.047, −0.8, −2.038,</td>
</tr>
<tr>
<td>$T_{1u} \otimes T_{2u} \otimes T_{2u} \otimes T_{2u}$</td>
<td>8, 310, 162, 45, 3.295, −0.036, −0.071, −0.081,</td>
<td>−0.056, −0.106,</td>
<td>−0.125, 0.226, N/A</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{2g} \otimes T_{2u} \otimes T_{1u}$</td>
<td>15, 95, 120, 221, 18, 324, 117, 18, 324, 117,</td>
<td>3.295, −0.036, −0.071, −0.081,</td>
<td>−3.6, −0.228, −0.166,</td>
</tr>
<tr>
<td>$A_{1g} \otimes A_{1g} \otimes T_{2u} \otimes T_{2u}$</td>
<td>1</td>
<td>−0.014</td>
<td>−0.0</td>
</tr>
<tr>
<td>$A_{1g} \otimes E_g \otimes T_{2u} \otimes T_{2u}$</td>
<td>9</td>
<td>0.018</td>
<td>−0.013</td>
</tr>
<tr>
<td>$T_{1g} \otimes T_{2u} \otimes T_{2u} \otimes T_{2u}$</td>
<td>60, 73</td>
<td>0.002, −0.202</td>
<td>−0.005, 0.205</td>
</tr>
<tr>
<td>$A_{1g} \otimes A_{1g} \otimes E_g \otimes E_g$</td>
<td>4</td>
<td>0.027</td>
<td>0.003</td>
</tr>
<tr>
<td>$E_g \otimes E_g \otimes T_{1u} \otimes T_{1u}$</td>
<td>6, 29</td>
<td>−0.288, −0.326</td>
<td>−0.008, 0.021</td>
</tr>
</tbody>
</table>
finite displacements \( q \) could be used. We will opt for the latter in this work.

The computed direct expansion terms are only of limited use given that small errors within the numerical implementation of DFT will prevent the computed direct terms from satisfying all the necessary symmetries. However, there is a linear relation between the slave mode coefficients and the direct expansion coefficients [see Eq. (21) for an example]. Therefore, one simply needs to compute enough direct coefficients such that the slave mode coefficients are uniquely defined. In the case of PbTe, we will need to compute at least 56 monomial coefficients at third order and 302 at fourth order. In practice, it is desirable to compute more than the minimum number to minimize the effects of error within the DFT finite difference calculations.

These linear relations will properly average out noise from the direct coefficients and enforce all symmetry relations. What should be apparent is that these relations assume a truncation in the range of the slave modes. This is clearly an approximation which will be dealt with below. While it would be desirable to compute more than the minimum number to obtain different types of direct coefficients, we found that small errors within the numerical implementation of DFT will prevent the computed direct terms from satisfying all the necessary symmetries. However, there is a linear relation between the slave mode coefficients and the direct expansion coefficients (V ASP) [38–42]. Γ-centered \( k \) meshes depending on the supercell size are applied and a \( 3 \times 3 \times 3 \) mesh is used for the smallest 64-atom supercell. Charge self-consistency is performed until the energy is converged to within \( 10^{-5} \) eV, and a plane wave cutoff of 175–350 eV was used depending on the particular computation. Spin-orbit coupling was not utilized.

In order to be sure the direct coefficients are robustly computed within finite difference, one must test for convergence with respect to the displacement size \( \Delta \) in addition to the supercell size. If \( \Delta \) is chosen to be too small, a prohibitive plane wave cutoff and \( k \)-point mesh will be required, while if it is too large higher order terms will taint the computation. Therefore, there will be an optimum \( \Delta \) which will be both efficient and accurate, and this will strongly depend on the order of the derivative. In order to illustrate this point, the values of two different fourth order expansion coefficients are plotted as a function of \( \Delta \) (see Fig. 4). A clear plateau emerges in both cases, revealing a robust value for \( \Delta \). After examining a wide range of different types of direct coefficients, we found that \( \Delta = 0.01 \) Å is reliable for third order, while \( \Delta = 0.07 \) Å is reliable for fourth order. Supercell size must also be studied to be sure that images are not interacting with one another. The minimum supercell dimension that was used was twice the conventional (i.e., cubic) cell size, while the maximum was six times the conventional cell size. In order to illustrate this, we plot two fourth order coefficients as a function of unit cell size along a particular dimension (see Fig. 5), demonstrating that the changes in the coefficients are diminishing with increasing cell size. Our convergence criteria for supercell dimension was determined based on the largest finite difference coefficient at third order term, four DFT computations will be needed, while eight will be needed for a fourth order term.

![FIG. 4.](Color online) Fourth order derivatives computed using central step finite difference as a function of \( \Delta \) for a conventional supercell choice of \( 2 \times 2 \times 3 \) (i.e., 96 atoms).

\[
\frac{\partial^n E}{\partial q^a_\alpha \partial q^a_\beta \partial q^a_\gamma \partial q^a_\delta} = \frac{\partial^{n-1} F_a}{\partial q^a_\alpha \partial q^a_\beta \partial q^a_\gamma \partial q^a_\delta} \approx \frac{1}{2\Delta} \frac{\partial^{n-1} F_a}{\partial q^a_{\alpha+1} \partial q^a_\beta \partial q^a_\gamma \partial q^a_\delta} \times [F_a(q_\beta + \Delta) - F_a(q_\beta - \Delta)] \approx \frac{1}{4\Delta^2} \frac{\partial^{n-1} F_a}{\partial q^a_\alpha \partial q^a_{\beta+1} \partial q^a_\gamma \partial q^a_\delta} \times [F_a(q_\beta + \Delta, q_\gamma + \Delta) - F_a(q_\beta - \Delta, q_\gamma - \Delta)] \approx \cdots
\]

\[
= \frac{1}{(2\Delta)^{n-1}} \sum_{n_\alpha} \sum_{n_\beta} \sum_{n_\gamma} \sum_{n_\delta} (h-1) \binom{i}{n_\alpha} \binom{j}{n_\beta} \binom{k}{n_\delta} \times (-1)^{n_\alpha+n_\beta+n_\gamma+n_\delta} F_a(q_\alpha + (h-1-2n_\alpha)\Delta, q_\beta + (i-2n_\alpha)\Delta, q_\gamma + (j-2n_\beta)\Delta, q_\delta + (k-2n_\delta)\Delta),
\]

(23)

where \( \alpha, \beta, \gamma, \delta \) label both the atom and the displacement vector, \( n = h + i + j + k \) which labels the order of the derivative, \( F \) is force, and \( \Delta \) is the finite difference displacement. For a
a specific order, and for third order the unit cell size was increased until changes were within 0.01 eV/Å³ while the threshold was 0.1 eV/Å² for fourth order.

**B. Slave mode expansion coefficients**

We have computed 70 direct expansion coefficients at third order and 427 at fourth order. This exceeds the 56 slave mode coefficients at third order and 302 coefficients at fourth order, and therefore we have an overdetermined set of equations. Singular value decomposition can then be used to find the optimum solution in terms of least squares, and this will yield a unique solution for the slave mode coefficients. The third and fourth order terms are plotted in Fig. 6. At third order, the Pb-centered slave modes have substantially larger coefficients than the Te-centered slave modes, while the differences are less pronounced for fourth order. The values of each slave mode coefficient are also listed in Tables I and II.

**V. ASSESSING THE EXPANSION**

Having computed the slave mode expansion coefficients up to fourth order and within next-nearest neighbor interaction, we now evaluate the overall reliability of our expansion. The major point of concern in the method we have employed to compute the slave mode coefficients is whether or not the slave mode expansion is sufficiently converged within the octahedron or if non-negligible terms beyond the octahedron are present. A potent test to address this issue is to use the slave mode expansion to compute energy, stress, and phonons as a function of lattice strain. It should be emphasized that our slave mode expansion is performed in the absence of any strain, but if our cluster is sufficiently large the expansion will be able to be used to compute the energetics under strain. Given that strain will amplify the coupling to long-range interactions, and that it is straightforward to compute the answer to these tests using DFT, this serves as an ideal test bed for any type of Taylor series expansion in terms of atomic displacements. PbTe is sufficiently polar such that there are long-range fields which will cause a non-negligible splitting of the optical modes near the \( \Gamma \) point. These can be straightforwardly taken into account...
via Born effective charges [1], but we do not include them in this study.

The first test is to compute the energy and the stress as a function of strain (see Fig. 7). As shown, there is remarkable agreement in the stress for strains as high as 7% and even higher for the energy. At 10% strain there is an error of roughly 8% in the stress. This favorable agreement suggests that longer-range terms are not substantial.

A more stringent test is to compute the phonons as a function of strain. We begin by computing the L-point phonons as a function of strain (see Fig. 8). As shown, there is remarkable agreement up to 5% strain. Another test of phonons under strain is the Γ-point optical modes. This mode is of particular interest in the context of PbTe as it displays anomalous temperature dependence [43–45]. We compute energy of the Γ-point optical modes as a function of triaxial, uniaxial, and shear strain (see Fig. 9). In the case of triaxial strain, the slave mode expansion precisely captures the formation of a soft mode. In the case of uniaxial strain, the slave mode expansion is highly accurate for small strains and properly captures the symmetry breaking of the optical modes. However, errors are apparent for the prediction of the soft mode at larger strains, though the error is relatively constant beyond 1.5%. In the case of shear strain, the splitting of the optical modes is underpredicted using the slave modes, though the error is still within reason in this range of strain. Nonetheless, the troubling aspect of this result is that it does not have the correct slope in the limit of small strains. Given that there is little difference in going from third to fourth order coefficients, this is likely a symptom of longer-range terms that are not present in our expansion. Fortunately, the overall magnitude of this effect is rather small, and these errors will likely be unimportant in most scenarios. The final test will be the displacement of a single Pb atom in a 216-atom supercell (see Fig. 10). The slave mode expansion is highly accurate even at displacements beyond 1.2 Å. We believe these benchmarks demonstrate that our expansion is robust, and it should allow for simulations including both the effects of applied strain in addition to temperature. While some other approaches to the Taylor series expansion isolate the strain modes and treat them separately, the physics of strain is captured in our approach due to the fact that the anharmonic terms have decayed beyond the octahedron.

VI. MINIMAL MODEL

Above we have demonstrated that our slave mode expansion accurately reproduces many key quantities. Nonetheless, it would be strongly desirable if we could somehow extract a minimal model of anharmonicity. It would be intuitive
for the nearest-neighbor terms to be larger than the next-nearest-neighbor terms. When choosing the octahedral cluster, the nearest and next-nearest-neighbor terms will be mixed. However, they can be separated. We will start by considering the dimer slave cluster of Pb-Te, where we will use the $C_{4v}$ symmetry along the bond. Given that this case is three dimensional, the representation for the dimer will have six degrees of freedom, and projecting them onto the irreducible representations of the point group yields the following representation: $\Gamma = 2E \oplus 2A_1$. The representation for the modes which shift the dimer in the $x, y, z$ directions can be chosen as one set of $E \oplus A_1$ and must be removed leaving the following slave mode representation: $E \oplus A_1$. These modes can be explicitly constructed as follows:

$$\phi_A = \frac{1}{\sqrt{2}}(u_{Te,x} - u_{Pb,y}), \quad \phi_{E1} = \frac{1}{\sqrt{2}}(u_{Te,y} - u_{Pb,y}),$$

$$\phi_{E2} = \frac{1}{\sqrt{2}}(u_{Te,z} - u_{Pb,z}).$$

(24)

In this case we chose a cluster centered on a bond where the $x$ axis aligns with the fourfold rotation axis. At third order there will be two terms: $\phi_A^3$ and $\phi_A(\phi_{E1}^2 + \phi_{E2}^2)$. At fourth order there will be four terms: $\phi_A^4$, $\phi_A^2(\phi_{E1}^2 + \phi_{E2}^2)$ and $\phi_{E1}^2 + \phi_{E1}(\phi_{E1}^2 + \phi_{E2}^2)$ and $\phi_{E1}^2 + \phi_{E2}^2$. The $O_h$ symmetry center will then generate five more equivalent sets of slave mode products for each case, one for each bond. We can add these terms to our original set of products in Tables I and II, but then we will need to remove two products at third order and four products at fourth order to regain an irreducible space. This is equivalent to performing a unitary transformation within the product space. After reconstructing the expansion coefficients for this new set of products, we then Gram-Schmidt orthogonalize all of the products starting from the dimer mode products. This physically motivated choice of phase convention in the product space achieves the goal of creating a minimal model in that there is now one dominant term at both third and fourth order (see Fig. 11). The dominant terms correspond to $\phi_A^3$ at third order and $\phi_A^4$ at fourth order. These two terms can be used to explicitly write a minimal model for the potential (we drop the $A_1$ index below):

$$V = V_H + \Phi_3 \sum_R (-3\phi_{R_x}^2 + \phi_{R_x}^3 - \phi_{R_y}^3 + \phi_{R_y}^2)$$

$$+ \phi_{R_z}^3 + \phi_{R_z}^4) + \Phi_4 \sum_R (\phi_{R_x}^4 + \phi_{R_x}^3 + \phi_{R_y}^4)$$

$$+ \phi_{R_z}^4 + \phi_{R_z}^3 + \phi_{R_z}^2),$$

(25)

and

$$\phi_{R_x} = \frac{1}{\gamma}(u_{Te,x} + u_{Pb,y}), \quad \phi_{R_y} = \frac{1}{\gamma}(u_{Te,y} + u_{Pb,y}),$$

$$\phi_{R_z} = \frac{1}{\gamma}(u_{Te,z} + u_{Pb,z})$$

where $V_H$ is the harmonic part of the potential, $\phi$ are the slave modes for the dimer, $u$ are the atomic displacements, and $a_i$ are the primitive lattice vectors of PbTe. There are six dimer slave modes per primitive unit cell, one corresponding to each Pb-Te octahedral bond, and these are simply a displacement difference between corresponding vectors of Pb and Te.

The values for the expansion coefficients are found to be $\Phi_3 = 2.68$ eV/Å$^3$ and $\Phi_4 = 3.70$ eV/Å$^4$, respectively. The values in Fig. 11 are normalized in the space of monomials in order to have a meaningful relative comparison, whereas the preceding values are consistent with the prefactors in Eq. (25). We can test the reliability of using only these two parameters by recomputing the optical modes under strain (see Fig. 9) and the energy of displacing a single atom (see Fig. 10), displaying excellent agreement with the full expansion. This minimal model has already been used to capture the anomalous temperature dependence of the phonon spectra in PbTe [45]. There is one other term at fourth order which, though smaller, stands out among the other terms. This corresponds to $\phi_A^3(\phi_{E1}^2 + \phi_{E2}^2)$ and has a coefficient of $-1.37$ eV/Å$^4$. We conclude this section by pointing out that this procedure for constructing a minimal model could be used in any scenario, though it is unclear if it will be as useful.

VII. CONCLUSIONS

In conclusion, we have introduced an approach to perform a Taylor series expansion of the total energy as a function of the nuclear displacements. The novelty of our approach is the formation of new variables (i.e., slave modes) which transform like the irreducible representations of the point group while satisfying the homogeneity of free space, and this approach can be seen as a particular realization of a symmetrized monomial representation of the potential. We used a finite difference approach to compute the slave mode coefficients, and accurately determined all 358 terms within fourth order and next-nearest-neighbor coupling. Examining the energy, stress, and phonons under lattice strain indicated that our expansion parameters are robust and that terms
outside of the octahedron are relatively small. Furthermore, we have introduced an additional approach to perform a unitary transformation which allows us to accurately compress 56 cubic terms to one term and the 302 quartic terms to one term. This two parameter model of anharmonicity makes this task substantially more tractable. Our approach should be broadly applicable to highly symmetric materials. While substantial resources have been dedicated to characterizing minimal models of electronic Hamiltonians, much less has been done in terms of characterizing anharmonic phonon interactions of relevant materials. Our approach should make this task substantially more tractable.
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